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1Through a Looking Glass

Introduction
ver the last decade the growing momentum to rethink test-driven accountability 
practices has been the focus of intense debate. Disappointment about perfor-
mance of U.S. students on international tests, concern as to the nation’s global 

competitiveness, and questions about our students’ readiness to enter college and the 
workforce have all led to another wave of efforts to significantly reform American 
education.

A recurring theme in the public debate among educators, business leaders, elected of-
ficials, and community members is the need for schools to focus on a new and expand-
ed skill set in order for American students to compete in a digital age. The discourse 
centers on the need to measure the core knowledge and higher-order skills critical to 
postsecondary learning and career success. In particular, growing emphasis on critical 
thinking, analytical reasoning, and communication skills has led to calls for a more bal-
anced assessment system that includes authentic measures of student performance.

This chapter describes efforts by states to use performance assessment in large-scale 
state accountability systems and highlights promising practices that can a basis for 
broadening how the nation approaches accountability testing. The states highlighted 
here (see Table 1) present a window into assessment practices currently in place that 
can help shape the development of the next generation of assessment in this country. 
These pioneering efforts offer insight into the challenges and opportunities of using 
performance measures within the context of state assessment policy.

Background and Challenges

The nature of large-scale assessments has a significant impact on the attitudes, behav-
iors, and practices of students and teachers (Shepard, 2002; Wood et al., 2007; Coe et 
al., 1994). Research in the early 1990s showed that reliance on multiple-choice tests 
in a high-stakes environment can have a negative effect on instruction by reducing the 
complexity of task demands and the opportunities for students to develop and dem-
onstrate certain thinking and performance skills (Cizek, 2001; Wilson, 2004; Conley, 
2010; Flexer, 1991; Hiebert, 1991; Koretz, Linn, Dunbar, & Shepard, 1991; Madaus et 
al., 1992; Shepard, et al., 1995). In fact, the multiple-choice and constructed-response 
forms of a question often tap different skills. For example, there is an important differ-
ence between actually solving a quadratic equation and using the lower-level, pre-alge-
bra skill of substituting answer options in the equation to identify the correct answer. 
Likewise, there is a difference between drawing and justifying one’s own conclusions af-
ter reading a passage and picking the best conclusion from a set of four multiple-choice 
options. One of many lessons we’ve learned during the age of high-stakes statewide 
testing is that what gets tested is what gets taught.
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The approach to schooling that currently dominates precollege programs has existed for 
well over a century. Although this model may have served us when the nation was at the 
height of industrialization, the model falls short when it comes to preparing students 
for postsecondary programs and the 21st-century workplace (NASBE, 2009; Schleicher, 
2009; Alliance for Excellent Education, 2009; NCEE, 2007). Many high school students 
are bored in school and not motivated to learn (Quaglia Institute, 2008), resulting 
in a disturbing high school and college dropout rates—a leading indicator of why 
educational approaches and testing practices should be reformed. Furthermore, many 
high-stakes, statewide accountability programs currently use assessment instruments 
reminiscent of the minimal competency and basic skills tests employed 25 years ago 
(Tucker, 2009). Given that what gets tested is what gets taught, students are neither 
required nor offered the opportunity to demonstrate 21st-century skills (critical 
thinking, problem solving, communication)–not on tests or in class (Wood, Darling-
Hammond, Neill, & Roschewski, 2007; Shepard, 2002).

Concern about American students’ low level of engagement, as well as high school 
graduates’ apparent lack of 21st-century skills, has led to heightened interest in 
curriculum-embedded performance assessment, an approach to assessment that many 
believe is better suited to measuring these higher-order skills (Wood et al., 2007; 
Tucker, 2009). For the purposes of this chapter, performance measures are defined as 
an opportunity for students to show how they can apply their knowledge and skills in 
disciplinary and interdisciplinary tasks focused on key aspects of academic learning. 
When people speak of performance assessment today in the context of 21st-century 
skills, they are often referring to more substantial activities—either short-term, on-
demand tasks or curriculum-embedded, project-based tasks that yield reliable and 
valid scores. The most common example of such performance assessment in education 
is a directed writing assessment—administration of writing “prompts”—that requires 
students to produce essays or other forms of extended student writing. Other scorable 
products or performances could include responses to constructed-response questions 
following some activity, research reports, oral presentations, and debates.

Large-scale performance assessment is not new. In the late 1980s, dissatisfaction with 
nonsecure, off-the-shelf tests not designed for evaluation of school programs led states 
to undertake customized, statewide testing programs (Hamilton, Stecher, & Yuan, 2008; 
Kahl, 2008). Heavily influenced by curriculum experts, many of these programs had 
nonmultiple-choice components, including constructed-response items, performance 
tasks, and portfolios. These performance components were considered “authentic 
assessments” in that they were intended to engage students in “real-world” activities 
that they might encounter outside of school (Wiggins, 1998).

In states with the greatest emphasis on authentic assessment, teachers made extensive 
use of released constructed-response questions and performance tasks (Khattri, Kane, 
& Reeve, 1995; Koretz Barron, Mitchell, & Stecher, 1996; Coe et al., 1994). Through 
professional development they learned the value of evaluating actual student work for 
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informing instructional practice. Teachers gained the competency to use (and even 
develop) scoring rubrics. Supplementary curriculum companies supported these efforts 
by producing materials that addressed higher-order thinking skills.

The days of large-scale authentic assessments were short-lived, however. In the late 
1990s, the U.S. Department of Education stepped up its efforts to enforce Title I 
assessment and accountability requirements, and the next reauthorization of ESEA (the 
No Child Left Behind Act or NCLB, enacted in January 2002) added even more teeth 
to the law by requiring every-child, every-year testing in reading and mathematics. 
The expense of testing at all the required grades, and the turnaround time for results 
necessary to accommodate a parental choice option added to the law, led many states to 
rely almost exclusively on multiple-choice test items.

It is important to ensure that the educational reforms of the future advance the cause 
of improved educational practice and raise standards of performance that can lead 
to assurance that all students are college- and career-ready. It is anticipated that in 
designing the next generation of assessment performance assessments will play a vital 
role in measuring the higher-order skills that are cited as critical to college and career 
success (Conley, 2010).
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Building on Current Approaches to Standards-Based 
State Performance Assessment

lthough the influence of NCLB reduced the emphasis on authentic assessment in 
many states, a number of states continue assessing students’ learning through per-
formance tasks and constructed-response items. This section profiles promising as-

sessment practices that are part of current state accountability systems, which include stu-
dent performance components—that is, measures affording the opportunity for students 
to show how they can apply their knowledge and skills in disciplinary and interdisciplin-
ary tasks focused on standards of academic learning, in particular critical thinking. This 
review covers state performance assessments used for a range of purposes, from offering 
alternative approaches to high-stakes state assessments to formative assessments designed 
to improve instructional practice and student learning. Performance assessment practices 
in states can include on-demand, constructed-response (CR) items; real-world, classroom-
embedded performance tasks; and collection of student work through portfolios.

Additionally, performance tasks can be complex projects spanning days or weeks to 
complete, such as science experiments; student-designed, disciplinary research inqui-
ries; and assembly and interpretation of evidence about an historical question. A de-
tailed description of current state assessment practices is highlighted below to illustrate 
the role performance assessments play in operating high-stakes state accountability sys-
tems. Specifically, this section highlights secondary education because it is the pathway 
to college and career success and represents the primary focus of the national debate on 
rethinking accountability practices.

Table 1 briefly profiles accountability practices in selected states that have maintained 
performance-based components in their state assessment systems. Specific states are 
highlighted to establish a national baseline for informing development of the next gen-
eration of assessment and accountability.

New York State

New York has a 135-year history of state-level assessment that includes both on-demand 
and performance tasks (New York State Education Department, 1987, p. 18). To earn 
a diploma in New York, in addition to completing course credit requirements students 
must pass commencement-level Regents Examinations in comprehensive English, 
global history and geography, U.S. history and government, mathematics, and science. 
Different cut scores on these syllabus-based, end-of-course tests are used for a local 
diploma and a state Regents diploma. Alternative assessments, approved by the state, 
can also be used for these diplomas. Additionally, the Regents have put in place a local 
diploma option that allows development of equivalent academic tasks, often part of a 
portfolio-based system, that can be substituted for the Regents Exam. All local options 
must be reviewed and approved by the state department of education. For example, 



5Through a Looking Glass

Assessments
(Percentages are Based on Number of Items)

Assessment Graduation 
Requirements

Connecticut
Connecticut Academic Performance Test (CAPT)
• Math (grade 10): 25% constructed response (CR), 75% multiple 

choice (MC)
• Science (grade 10): 20% CR, 92% MC
• Reading for information (grade 10): 33% CR ended, 67% MC
• Response to literature (grade 10): 100% open-ended
• Writing (grade 10): 70% essays, 30% MC

CAPT results must be included in district-
generated graduation requirements. 
Generally, districts mandate a score of 
at least “proficient” (level 3 of 5) on the 
writing and mathematics assessments at 
a minimum.

Kentucky

Kentucky Core Content Test (KCCT)
• Reading (grade 10): 6% CR, 94% MC
• Mathematics (grade 11): 8% CR, 92% MC
• Science (grade 11): 8% CR, 92% MC
• Social studies (grade 11): 8% CR, 92% MC
• On-demand writing (grade 12): 100% CR
Writing Portfolio (grade 12): 4 pieces developed over years

Students must pass the core content 
areas and meet standards on the writing 
portfolio. Note: the writing portfolio 
requirement is currently being phased 
out and will be replaced in future state 
assessments.

New Jersey

High School Proficiency Assessment (HSPA)
• Language arts literacy (grade 11): variety of MC, CR, and perfor-

mance-based tasks, including speaking
• Mathematics (grade 11): 17% CR, 83% MC
End-of-Course Examinations
• Biology/life science: approx. 6% CR, 94% MC
• Performance assessment prompt field-tested in 2008 and 2009
• Algebra I: 4% CR, 11% short answer, 85% MC
Special Review Assessment (SRA)
• Performance Assessment Tasks (PATs) completed in the area(s) in 

which student did not pass the HSPA

Students must pass either HSPA or 
SRA in both language arts literacy and 
mathematics.

New York

Regents Examinations (end-of-course assessments)
• Comprehensive English: essay and MC; number varies
• Global history and geography: essay CR, MC
• U.S. history and government: essay, CR, MC
• Mathematics B: 41% CR, 49% MC (‘09)
• Mathematics A, integrated algebra: 23% CR, 77% MC (‘09)
• Geometry: 26% CR, 74% MC (‘09)
• Biology: 33% CR, 67% MC (‘09)
• Chemistry: 38% CR, 62% MC (‘09)
• Earth science: performance-based assessment and written test 41% 

CR, 59% MC (‘09)
• Languages other than English (French, German, Hebrew, Italian, 

Latin, Spanish): speaking, CR, MC

Students must pass commencement-level 
Regents Examinations with a score of at 
least 55–64 to qualify for a local diploma 
or 65 for a Regents diploma in:
(1) Comprehensive English
(2) Mathematics
(3) Global history and geography
(4) U.S. history and government
(5) Science

Table 1: Exemplars of State-Based Uses of Performance Assessment
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the New York Performance Standards Consortium, a group of 27 secondary schools, has 
received a state-approved waiver allowing their students to complete a graduation port-
folio in lieu of the Regents Exams. This portfolio includes a set of ambitious performance 
tasks—a scientific investigation, a mathematical model, a literary essay, a history/social 
science research paper, an arts demonstration, and a reflection on a community service 
or internship experience—that meet a set of common standards and are scored through 
social moderation processes using common scoring rubrics.

Performance-based components of the Regents Examinations include a variety of tasks. 
In English, students write responses to both spoken and written texts. In addition, they 
are asked to write an essay discussing a controlling idea within two literary texts and the 
authors’ use of literary elements and techniques, and, in a separate essay, “to interpret a 
statement provided to them about some aspect of literature and write an essay using two 
works they have read to support their interpretation of the statement” (Shyer, 2009, p. 3). 
In history and social studies, students complete essays about document-based questions 
that require analysis of a set of documents and artifacts. The Regents Science Examination 
includes a laboratory performance test completed near the end of the course and a written 
test with a large number of open-ended questions (Shyer, 2009, p. 14).

Generally, at least two teachers must independently rate all Regents Examinations that 
lead to a Regents diploma, except mathematics, which requires at least three scorers. All 
teachers rate exams according to the scoring key and rubrics provided by the department 
of education, which have directions for scoring multiple-choice and constructed-response 

Assessments
(Percentages are Based on Number of Items)

Assessment Graduation 
Requirements

Rhode Island

New England Common Assessments Program (NECAP)
• Writing (grade 11): essay questions
• Reading (grade 11): 14–20% constructed response, 80–85% MC (‘08)
• Mathematics (grade 11): 11% constructed response, 44% short an-

swer, 44% MC
• Districts must include in their local assessment system a combination 

of at least two of the following: graduation portfolios, exhibitions, 
comprehensive course assessments, or a combination thereof

Each district determines proficiency-
based graduation requirements in the six 
core academic areas. NECAP exams must 
count as 1/3 of their total assessment 
in English and mathematics. The other 
measures must include at least two 
additional performance-based diploma 
assessments.

Vermont

New England Common Assessments Program (NECAP)
• Writing (grade 11): essay questions
• Reading (grade 11): 14–20% constructed response, 80–85% MC (‘08)
• Mathematics (grade 11): 11% constructed response, 44% short an-

swer, 44% MC
• Science (grade 11): inquiry task and exams 11% constructed respons-

es, 89% MC

Student meets graduation requirements 
if the school board determines 
student has (1) met the framework or 
comparable standards as measured 
by results on performance-based 
assessments or (2) completed at least 20 
Carnegie units, or any combination of (1) 
and (2) that demonstrates the student 
has attained the standards.
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questions and, if applicable, guidelines for rating the essay or performance components 
(Office of State Assessment, 2008). Teachers are trained to score all extended writing 
tasks using benchmark performances and rubrics (University of the State of New York 
State Education Department, 2009a, 2009b). (See New York assessment tasks in the 
Appendix.)

New England Common Assessment Program (NECAP)

The New England states of New Hampshire, Rhode Island, and Vermont have formed 
an unprecedented state collaboration around development and design of common refer-
ence examinations, which high school students in some NECAP states must pass to 
earn a high school diploma. In those states, along with other specific individual state re-
quirements, all students must pass the common NECAP assessment administered in the 
11th grade in reading, writing, mathematics, and science (Measured Progress, 2009). 
Science is tested in the spring over three sessions (New England Common Assessment 
Program, 2009), while the other subjects are tested over two sessions (Measured Prog-
ress, 2009). The NECAP is a hybrid assessment comprising both multiple-choice and 
constructed-response items. Performance-based components of NECAP entail a range 
of standards-based constructed-response (CR) items and performance tasks. In writing, 
students respond to two writing prompts that are scored using a common set of rubrics. 
In science, both CR and performance items are included. The science CR items “require 
students to respond to a question by using words, pictures, diagrams, charts, or tables 
to fully explain their response,” and an inquiry task asks students “to hypothesize, plan, 
and critique [scientific] investigations, analyze data, and develop explanations” (New 
England Common Assessment Program, 2009, pp.1, 15). All NECAP scorers are trained 
and go through a calibration process prior to scoring. The writing prompt is “scored by 
two independent readers both on quality of the stylistic and rhetorical aspects of the 
writing and on the use of standard English conventions” (Measured Progress, 2009, 
p. 8). The other CR answers are scored using an item-specific rubric with score point 
descriptions (Measured Progress, 2009). Common cut scores were established through 
representative expert committees in the NECAP states to ensure comparability across 
states. Professional development materials to support the NECAP assessment were 
developed by content specialists at the New Hampshire, Rhode Island, and Vermont 
departments of education in partnership with the Education Development Center and 
the National Center for the Improvement of Educational Assessment.

Through this collaboration, the NECAP states were able to maintain common content 
standards for the region; this fosters sharing of instructional and curriculum resources 
within and across state borders. In addition, NECAP states significantly lowered the 
cost of assessment while maintaining high standards of quality; these cost savings 
enabled the NECAP consortium to develop a more balanced assessment, including 
performance-based, constructed-response items, which would have strained the testing 
budgets of the individual states. Collaboration among states in test design and adminis-
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tration could become a model for the country in developing innovative assessments that 
meet high standards of test quality, measure a broad range of skills and abilities, and are 
administratively feasible and cost-effective. By pooling resources, states are better able 
to afford development of richer performance measures designed to address the skills 
and abilities needed to be college- and workplace-ready in the 21st century. Finally, 
state-based consortia can promote and support development of “regional learning 
networks,” which enable teachers and administrators to share promising practices and 
resources across states. (See New Hampshire, Rhode Island, and Vermont assessment 
tasks in the Appendix.)

Vermont Local Comprehensive Assessment System

Vermont was an early pioneer in using embedded classroom assessments for account-
ability and to guide curriculum development. As a result of NCLB requirements, these 
assessments became part of Vermont’s School Quality Standards mandate, requiring 
each school to develop a local comprehensive assessment system “aligned with the Ver-
mont Framework of Standards and Learning Opportunities and is consistent with the 
Vermont Comprehensive Assessment System, adopted by the State Board of Education 
in November 1996” (Vermont State Board of Education, 2000).

Each school’s local comprehensive assessment system must assess students in the 
required standards not covered by the state assessment (Vermont State Board of Edu-
cation, 2000). There are no requirements stated for the type of assessment to be used, 
although the materials, items, and tasks supplied by the state for optional use are pre-
dominantly performance-based. Additionally, the department of education reviews 
district-based assessment systems and gives specific guidance to teachers and other 
educators responsible for scoring common assessments (M. Hock, personal communi-
cation, September 17, 2009). For example, districts “need to use common, agreed upon 
criteria for student expectations, [use either] scoring scales or rubrics, and benchmark 
performances in order to make consistent judgments about the quality of student work” 
(Vermont Department of Education, n.d., p.5). The state furnishes a variety of assess-
ment tools that schools may use in developing their local comprehensive assessment 
system. For example, in the content areas of math and writing the state offers bench-
marks, rubrics, calibration materials, and data analysis tools, to effectively use math 
and writing portfolios as local classroom assessments. According to the deputy commis-
sioner of education and the director of standards and assessment, the local assessment 
provisions of the school quality standards are intended to place “classroom assessment 
at the core of the assessment system—common grade, team, school, and state assess-
ments would round out the Local Comprehensive Assessment System” (Pinckney & 
Taylor, 2006, p. 1). 

Although the NECAP assessment is used as the primary pathway for Vermont students 
to earn a diploma, they also can earn a diploma through meeting the requirements of a 
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performance-based local option. A student “meets the requirements for graduation if, 
at the discretion of each secondary school board: ‘The student demonstrates that he or 
she has attained or exceeded the standards contained in the Framework or comparable 
standards as measured by results on performance-based assessments’” (Vermont Depart-
ment of Education, 2006, 2120.8.7[a]).

Over almost two decades, Vermont’s leadership in performance assessment has cre-
ated a collaborative professional culture around curriculum and instruction that en-
gages teachers in principled discussions about the quality of student work. Here is how 
Richard Murnane, a Harvard professor, vividly describes the conversation of Vermont 
teachers who come together to score student portfolios: “Often heated, the discussion 
focused on what constitutes good communication and problem solving skills, how first-
rate work differs from less adequate work, and what types of problems elicit the best 
student work” (Murnane & Levy, 1996, p. 263).

Formal school-based structures designed to bring teachers together to discuss student 
work not only serve to deepen teacher knowledge of student skills and abilities but can 
change how professional development is practiced in schools and districts. Teacher-led 
discussions of student work are often cited as the best and most consequential profes-
sional development that can lead to higher student achievement (Darling-Hammond, Wei, 
Andree, Richardson, & Orphanos, 2009). (See Vermont assessment tasks in Appendix.)
 

Maine and New Hampshire

Like Vermont, Maine and New Hampshire established policies that include and encour-
age using performance assessment in conjunction with their large-scale state account-
ability systems. Both states have put in place assessment policies requiring that high 
school graduation decisions cannot be based solely on state high school examinations. 
Rather, assessment policies must be used in conjunction with other performance mea-
sures, among them curriculum-embedded performance tasks, portfolios, and other 
locally determined graduation indicators. In Maine, local assessments are organized 
around the state’s learning results in eight areas: English, mathematics, science, social 
studies, health and physical education, career preparation, visual and performing arts, 
and world language. The state offers extensive professional development to local dis-
tricts in developing common performance tasks, rubrics, portfolios, and exhibitions of 
student work. Note that Maine has recently joined the NECAP consortia and is using 
the NECAP assessment as the state accountability measure. New Hampshire passed 
legislation to develop a competency-based system for graduation that no longer relies 
on Carnegie units beginning in 2008–09 (New Hampshire code of administrative rules-
education, 2005). The competency-based system uses a “mastery of learning” approach 
that will rely on course-based performance assessments to earn high school credits both 
in and out of school, rather than Carnegie units. (See New Hampshire, Rhode Island, 
and Vermont assessment tasks in the Appendix.)
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Connecticut

Connecticut has used authentic assessments for more than a decade to design the 
state-mandated high school examination. The Connecticut Academic Performance Test 
(CAPT) is administered in grade 10 in reading, writing, math, and science (Connecti-
cut State Board of Education, 2009). By scoring student results relative to established 
state goals in each content area, CAPT is designed to measure progress toward the 
educational goals reflected in the Connecticut curriculum frameworks. Moreover, by 
statute CAPT must be included as one indicator of performance to support a graduation 
decision but cannot be used as the sole criterion for graduation. Specifically, by statute 
CAPT scores must be combined with other “measures of successful course completion” 
(2009, p. 26).

The CAPT assessment was designed as a balanced assessment with multiple-choice, con-
structed-response and curriculum-embedded performance tasks to assess student content 
knowledge. Performance-based components include a variety of item types and tasks: 

•  Reading. Reading scores are split between the reading for information 
and response to literature subtests. Reading for information “assesses 
a student’s ability to independently read, thoroughly comprehend, and 
thoughtfully respond to three authentic nonfiction texts” (Connecticut 
State Department of Education, 2006, p. 11). All constructed responses 
are scored by trained scorers who have met calibration standards using 
a 0-to-2-point rubric (2006). 

•  Response to literature. The response to literature subtest assesses stu-
dents on their ability to “independently read, thoroughly comprehend, 
and thoughtfully respond to one authentic fictional text through four 
constructed-response questions” (Connecticut State Department of 
Education, 2006, p. 8). Two independent readers score each of the four 
written responses on a 6-point rubric (2006).

•  Interdisciplinary writing. The writing assessment is administered in two 
65-minute sessions. During each session, students must take a position 
on a stated contemporary issue, possibly in the form of a letter or edito-
rial, and cite given sources as support for their argument. Each response 
is scored holistically. Two independent readers score responses using a 
6-point scale (Connecticut State Department of Education, 2006).

•  Mathematics. The mathematics assessment uses both multiple-choice 
and constructed-response items. The constructed-response items are 
weighted more heavily across the tests; therefore half the total points 
draw from these performance-based questions (Connecticut State 
Board of Education, 2009).
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•  Curriculum-embedded science tasks. In the science assessment, two real-
world tasks are intended as components to be embedded in the science 
teachers’ course curriculum. Specifically, a laboratory activity and a sci-
ence, technology, and society (STS) investigation are given to schools 
in each of the science content strands for grades 9 and 10. Assessment 
tasks are aligned to state standards and curriculum frameworks and 
then designed to be embedded in the science curriculum. Students are 
required to complete these tasks in class; they are asked to formulate a 
hypothesis, conduct experiments, analyze data, and write a lab report 
to demonstrate their ability to engage in scientific reasoning. For the 
on-demand component of the CAPT science assessment, the specific 
scientific skills and processes needed to complete the embedded assess-
ment are independently tested through use of constructed- response 
items aligned to the locally embedded performance tasks.

Using this testing methodology presents an innovative approach to high-stakes assess-
ment in science using both curriculum-embedded performance tasks scored by class-
room teachers and an on-demand assessment of student knowledge using a constructed-
response methodology to independently measure student learning (Connecticut State 
Department of Education, 2010).[AU: see query in ref-list entry; is date known?] This as-
sessment approach takes advantage of the power of performance assessment to transform 
classroom practice, and the need to ensure that measures of student learning are com-
parable and objective. Given recent development of national common core standards in 
English language arts and mathematics, Connecticut’s CAPT assessment can serve as one 
“proof point” of what an assessment looks like that is designed to predict college and ca-
reer success. To examine the impact of student performance on CAPT and its relationship 
to college and workplace success, Connecticut funded a major study tracking five cohorts 
of 10th grade students between 1996 and 2000 over eight years beyond high school. The 
study found that students scoring higher on CAPT were more likely to attend and gradu-
ate from college, and it showed a positive relationship between CAPT and workplace suc-
cess (Coelen, Rende, & Fulton, 2008). (See Connecticut assessment tasks in Appendix.)

Rhode Island

To earn a high school diploma in Rhode Island, all students are required to demonstrate 
proficiency on both the NECAP and a locally developed school-based portfolio. Student 
portfolios for graduation must include a “composite measure of each student’s overall 
proficiency for graduation in the six core academic areas” locally developed and validat-
ed in each district (Rhode Island Board of Regents for Elementary and Secondary Edu-
cation, 2008, L-6-3.3). Student results on the NECAP examinations count as one-third 
of the components of their total assessment in English, mathematics, and science “as 
designated by the Board of Regents” and include “at least two additional performance-
based diploma assessments” in other subject areas (2008, L-6-3.3).



12 Stanford Center for Opportunity Policy in Education

Districts must include in their local assessment system “a combination of at least two of 
the following performance-based assessments: graduation portfolios, exhibitions, com-
prehensive course assessments, or a combination thereof, such as a Certificate of Initial 
Mastery” (Rhode Island Board of Regents for Elementary and Secondary Education, 
2008, L-6-3.2). Schools must develop a review process to score performance-based di-
ploma assessments at the local level. For exhibitions, portfolios, or Certificates of Initial 
Mastery to be considered part of the schoolwide diploma assessment, schools must meet 
state requirements such as supplying “sufficient evidence” and “using valid and reli-
able rubrics and/or an independent review process.” Each entry in a portfolio “should 
be evaluated using valid and reliable rubrics and/or a review process” (Rhode Island 
Department of Education & Education Alliance at Brown University, 2005, p. 2). Teach-
ers involved in portfolio scoring must be trained and meet calibration standards on the 
rubric in order to reliably score student work.

To ensure “opportunity to learn,” the state department guidelines require that “[e]xist-
ing course offerings must now give students frequent opportunities to practice applying 
their skills and knowledge” (Rhode Island Department of Education, 2005, p. 4). These 
guidelines ensure that courses prepare students “for the more formal demonstrations of 
proficiencies necessary to earn a diploma. Naturally, high school courses will also con-
tinue to administer routine assessments such as tests, quizzes, papers, labs and so forth” 
(Rhode Island Department of Education, 2005, p. 4).

Rhode Island is breaking new ground in developing a balanced assessment system that 
takes into account school-based portfolio assessments, in combination with an on-
demand standardized assessment (NECAP). In addition, use of a judgmental weighting 
system to combine information from standardized assessment (NECAP) and portfo-
lio scores illustrates one approach that states might consider to develop a composite 
score employing both performance and standardized test data to support a graduation 
decision.

Currently Rhode Island is the only state using portfolio-based performance data as a 
central part of a high-stakes state accountability system. The Rhode Island approach 
puts teachers at the heart of the assessment process and teacher scoring as the basis for 
judgments of student learning. Rhode Island’s use of a school-based portfolio system 
is rooted in a longstanding tradition of local control, but this approach to assessment 
also raises a number of psychometric concerns (for example, when teachers score their 
own students’ work, their assessment of student learning may be biased by factors other 
than the construct tested). Therefore, issues of reliability and validity are challenging 
and complex, especially in a portfolio-based system that can vary from school to school 
and across districts. Questions about the reliability and comparability of student perfor-
mance across schools and districts must be addressed and resolved if portfolio assess-
ment is to be used as part of a high-stakes state accountability system. (See New Hamp-
shire, Rhode Island, and Vermont assessment tasks in Appendix.)
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New Jersey

New Jersey is in transition as it develops a high school accountability system. Cur-
rently all students must pass the High School Proficiency Assessment (HSPA) or an 
approved alternative in order to graduate (New Jersey Department of Education, 
2005). The state is moving toward more specific end-of-course content exams. Nev-
ertheless, it has by statute developed an alternative pathway to graduation through 
use of a performance-based assessment system. If students do not pass the HSPA in 
March of their junior year during the first testing, they can take the assessment again 
in October and March of their senior year. Additionally, students failing to meet state 
standards must also begin remediation instruction in preparing for the Special Review 
Assessment (SRA). All students, if eligible, can take the SRA in the fall of their senior 
year (New Jersey Department of Education, 2008a).

The SRA is an “individually, locally administered, untimed, state-developed, locally 
scored assessment” (New Jersey Department of Education, 2008b, p. 7). Students 
must participate in a school-designed SRA instructional program for the content 
area(s) in which they did not meet proficiency on the HSPA prior to being admin-
istered SRA Performance Assessment Tasks (PATs). The SRA Instructional Program 
is continued until the SRA teacher decides that students can be successful on a PAT 
(2008b).

For content areas in which students do not score at least 200 on the HSPA, students 
must successfully complete two PATs in each content area cluster/standard. Language 
arts literacy has two clusters, while mathematics has four standards. Selection of PATs 
“is based solely on the results of the student’s first HSPA administration” (New Jersey 
Department of Education, 2008b, p. 6); “If a student is not successful on a specific 
PAT, additional PATs may be administered until the student successfully completes the 
required number of PATs for that content area” (p. 7). In addition, to earn a diploma 
“Students with disabilities who are in grade 11 . . . must participate in the HSPA or 
the APA [Alternate Proficiency Assessment]” (p. 12). “The Individualized Education 
Program (IEP) team for each student determines which assessment (HSPA or APA) 
the student will take for each content area addressed” and “must also determine if the 
student who is taking the HSPA in one or both content areas will be required to pass 
the HSPA in those content areas in order to graduate” (pp. 12–13).

New Jersey has been a leading state in developing and validating alternative assess-
ment pathways to graduation. The state, through developing the SRA and APA, allows 
all students (including special needs students) alternative pathways to obtain a high 
school diploma. More importantly, the SRA alternatives offer diverse learners greater 
access to college through embedded performance measures that assess academic prog-
ress by using testing formats more sensitive to various learning modalities. As a result 
of implementing these policies, New Jersey reports one of the highest graduation rates 
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(83%) in this country, comprising all racial and ethnic groups. In spite of these re-
sults, concern over the reliability and comparability of the assessment results within 
and across districts has prompted a formal state review. Based on the review process, 
recommendations will be presented and adopted that serve to significantly strengthen 
the reliability and validity of these alternative graduation measures. (See New Jersey 
assessment tasks in the Appendix.)
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Lessons Learned from Past State Accountability  
Systems That Included Performance Measures
here is much to be learned from states that include performance assessments in 
their accountability systems. The lessons described here are intended to guide de-
velopment and implementation of statewide performance assessment components 

of high quality and utility. Although many states engaged in performance testing to 
some degree in the 1990s, the Commonwealth of Kentucky probably went the farthest 
in taking such testing to scale. Its program included multiple forms of performance as-
sessment: extended constructed-response questions, “hands-on” performance tasks, and 
portfolios. Given Measured Progress’ contractual association with the Kentucky assess-
ment, this discussion primarily pertains to lessons learned from that state’s efforts.

In 1990 the Commonwealth Supreme Court declared Kentucky’s educational system 
unconstitutional on the grounds of equity, resulting in passage of the Kentucky Educa-
tional Reform Act (KERA). KERA led to the creation of an assessment and accountabil-
ity program, the Kentucky Instructional Resources Information System (KIRIS), which 
was required to be “predominantly performance-based.”

The initial KIRIS program had on-demand tests in seven subjects, administration of 
hands-on performance events (tasks) in six subjects, and portfolios in writing and 
mathematics. All of these were required at three grade levels, although on-demand tests 
for the “off” grades were offered to schools for voluntary use. At first, the high-stakes, 
on-demand tests at three grade levels employed multiple-choice and constructed-
response items. When it was determined that the constructed-response items by them-
selves yielded acceptable test reliability, the multiple-choice items were not counted in 
the school accountability index and were dropped from the tests for a few years. (They 
were ultimately reinstated as new test designs evolved.)

The performance event component of the test lasted three years. The mathematics 
portfolios never counted toward accountability results. However, even after several 
redesigns of the program, the writing portfolio component survived until the recent 
budget crisis led to the decision to continue writing portfolios only voluntarily and not 
count them as part of the state accountability system. In the 2009–10 school year, the 
on-demand component is called the Kentucky Core Content Test. The remaining as-
sessment components are on-demand tests in reading, mathematics, science, and social 
studies (with a 50/50 weighting of multiple-choice and constructed-response results) 
and on-demand writing. More detail on the performance and portfolio components of 
the original KIRIS program appears in the discussion of lessons learned, below. 
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Quality and Feasibility of Taking Performance Assessment to Scale

As suggested previously, in the late 1980s and early 1990s state assessment programs 
took the lead in developing and implementing performance assessment in pre-college 
academic disciplines. At the start of the so-called authentic assessment period, though, 
the emphasis of many of these programs was on group (school or statewide) results. For 
example, Connecticut and Massachusetts administered performance tasks in selected 
grades to samples of a few hundred students (Badger, Thomas, & McCormack, 1990; 
Kahl, Abeles, & Baron, 1985). Trained task administrators (local or otherwise) followed 
detailed instructions and used pre-packaged kits of materials. These two efforts were 
one-time probes, not intended for accountability. The sampling designs did not enable 
reporting of local results. Instead, reports focused on what the activities revealed about 
student understanding and on instructional implications. Thus the findings were re-
ported in much the same way as those of pre-1980 NAEP.

In Kentucky, all students in three grades participated in performance testing during the 
first three years of the program. This component was discontinued because of diffi-
culty in finding a viable approach to equating performance events across years. Trained 
administrators carried kits of materials to the schools and conducted testing one class at 
a time, with teams of three or four students working on different tasks during the same 
50-minute session. In this case, students worked together for the first part of the period 
but individually in the latter part to produce unique, individual, scorable products that 
were returned to the assessment contractor for central scoring. With students taking 
un-equated tasks, no attempt was made to report student-level results; instead, results 
were aggregated and reported at the school level. Because of the high quality of the tasks 
and scoring, the state was able to count the results of the performance testing toward 
the high-stakes accountability index for every school.

Vermont and Kentucky had statewide portfolio assessment programs in writing and 
mathematics. In both cases, although there were specifications for the types of work 
samples to be permitted in the individual student portfolios, task development and 
selection was left to the teachers. In the small state of Vermont teachers came together 
to conduct central scoring; in Kentucky, teachers scored their own students’ portfolios. 
Kentucky used an audit procedure by which samples of portfolios were scored centrally 
and audit results reported back to schools with some additional scorer training provided 
to teachers on a limited basis. These portfolio assessments, successful in many ways, 
were an attempt to make performance assessment feasible on a large scale by placing 
a great deal more responsibility for various aspects of the process in the hands of local 
educators. Many other states engaged in similar performance and portfolio assessment 
efforts, but the Kentucky and Vermont programs are sufficient to illustrate key points.

The efforts of the authentic assessment period taught us many lessons, many of which 
are explained in the next few sections. With an eye toward including performance as-
sessments as a component of accountability measures for both individual and group re-
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sults, the lessons present ways to strike a balance between local and centralized respon-
sibilities to ensure high quality of products (the tasks or projects, associated materials, 
and measurement attributes), at the same time attending to the feasibility, in terms of 
costs in time and money, of taking performance assessment to scale.

Task Quality

Traditional state assessments typically emerge from a development process that involves 
multiple reviews by curriculum and assessment experts, field testing, psychometric 
analyses, and further review and revision. But several programs with performance com-
ponents rely on local development and selection of tasks. As expected, there is varying 
quality in locally developed tasks. The next sections examine task quality in terms of a 
few critical attributes.

Alignment to Standards. One major problem with locally developed tasks was that 
they weren’t always closely tied to standards. In all fairness, many states did not have 
the kind of content standards in the early 1990s that Title I mandated a few years later; 
many had only general curriculum guidelines. Kentucky did have content standards, 
but they were brand new and, more importantly, new to the local educators. Local cur-
ricula were also not aligned to the content standards. This is especially important in 
a high-stakes environment. It is generally agreed (and affirmed by the courts) that it 
is inappropriate to assess students on concepts and skills—and attach negative conse-
quences to poor performance relative to those concepts and skills—if the students do 
not have an opportunity to learn and perform them. In the early 1990s, New Jersey con-
ducted three years of “due notice testing” in conjunction with its HSPA program. This 
gave schools time to adjust curricula to new standards and get used to new tests before 
high stakes were associated with results from the testing. Clearly, a state’s responsibil-
ity in this regard is to make it clear to schools via content standards just what students 
should know and be able to do. Of course, current work at the national level on devel-
oping common state standards will help states address this responsibility.

For performance assessment, including portfolio assessment, to count toward high-
stakes accountability, there must be some central control over or monitoring of the 
quality of the tasks the students are asked to tackle. One critical attribute is that tasks 
need to be closely tied to standards. For this attribute and others discussed later, teacher 
training is essential.

Scorable Products. With the exception of writing portfolios, performance assessments 
were as unfamiliar to local Kentucky educators as the state’s new standards were. The 
Kentucky writing portfolios were of sufficient quality to be counted toward the account-
ability index because teachers could easily find ways to get students to generate text. 
Even though writing topics for Kentucky portfolios were never standardized or com-
mon across students, the specifications for entries apparently were adequate to ensure 
a degree of data comparability that justified continuing to use the approach, up to the 



18 Stanford Center for Opportunity Policy in Education

present day (for almost two decades), as documented in the technical reports of the 
program (Kentucky Department of Education, 1997).

The teachers were not as successful at identifying activities in mathematics that led to 
rich, scorable products. As a result, the mathematics portfolios never counted toward 
state assessment results. Lack of quality assessments in mathematics was not a problem 
unique to Kentucky; it was a challenge in other states (Massachusetts, Vermont) under-
taking portfolio assessment.

Unlike the assignments leading to portfolio entries in Kentucky, which were left to 
teachers to devise, the hands-on performance tasks administered by trained administra-
tors sent into the Kentucky schools were developed through the same joint efforts of 
department and contractor staff and advisory committees that produced the items for 
the paper-and-pencil tests. Another advantage the Kentucky on-demand performance 
events had over writing portfolios was that the student products for them truly repre-
sented individual student work. By contrast, the portfolio component allowed use of the 
“writing process,” involving collaborative efforts of students and teachers in revision of 
student work. Although this practice is often encountered in nontesting, real-world set-
tings, this is not always the case. If the assessment is used for accountability purposes, it 
is important to collect and evaluate evidence of an individual student’s capability.

Lesson: Another critical requirement for performance assessments for 
high-stakes, statewide programs is the need for tasks to yield rich, 
scorable products (closely tied to standards) that yield credible evidence 
of learning and represent the full range of individual student capabilities.

Classroom Management and Resources. Almost 30 years ago, a performance as-
sessment project in the United Kingdom involved trained administrators going into the 
schools to administer performance tasks (Burstall, 1986; Burstall, Baron, & Stiggins, 
1987). Students worked in pairs on the tasks, from the belief that a one-on-one situ-
ation might be intimidating to students whereas working with a peer would be more 
comfortable even in the presence of an adult outsider. The same approach was used in 
performance testing projects in Connecticut and Massachusetts during the 1980s, both 
of which were small-scale studies involving only a limited sample of students.

Kentucky’s performance testing was conducted on a much larger scale. The initiative 
required all students in three grades to participate. The approach still involved exter-
nal administrators carrying kits of materials into the schools and supervising an entire 
classroom of students working in teams of three or four at stations where different tasks 
were set up. The groupings were not for the comfort of the students, but rather to make 
the job manageable for the administrators. Nevertheless, this component of Kentucky’s 
assessment program was expensive and labor-intensive for the state. Furthermore, it 
was burdensome for the schools. Also, because the tasks were not necessarily related to 
the content being taught at the time, the efforts were of little immediate instructional 
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value. Needless to say, the material and personnel needs of the programs described here 
posed challenges in terms of time, logistics, and expense. Some current-day, statewide 
alternate assessment programs for students with disabilities continue to have such 
burdensome material needs, though those programs test only a small percentage of the 
student population.

Lessons: Statewide performance testing of the general population of stu-
dents using external administrators and supplying specialized materials 
is quite expensive. Cost efficiencies can be realized if (1) tasks are admin-
istered by local school personnel and (2) required materials are readily 
available in the schools, in homes, or online. Whether performing on-
demand tasks or longer projects, if students are allowed to work in teams 
they should be required to produce individual scorable products, so there 
is no question whose work is being scored. (Working in teams for at least 
part of a task or project also gives the students an opportunity to demon-
strate some noncognitive 21st-century skills, such as leadership, col-
laboration, and flexibility.) Finally, to justify the burden on teachers and 
students, it would be best if the tasks were curriculum-embedded. That 
is, they should be relevant, instructionally sensitive, and syllabus-based.

Technical (Measurement) Quality

Issues of technical quality—whether real or perceived—contributed to the demise of 
the authentic assessment movement more than a decade ago. The challenges of per-
formance assessment were identified and exposed, but little effort was made to work 
through the technical problems of reliability and validity. Given the demands of contin-
uous development of new tests, coordination and administration of tests statewide, and 
analysis and reporting, the assessment and accountability staff in the state departments 
of education and their contractors had enough on their plates with little time to publish 
and disseminate information beyond the requirements of the programs and contracts 
(such as evidence of high technical quality when it existed). Unsubstantiated criticism 
colored by biases was all too common and often left unanswered. For example, this was 
clearly the case with respect to human scoring, which is relied on heavily in perfor-
mance assessment (see the following discussion on scoring accuracy).

Scoring Accuracy and Reliability. Some outspoken critics of human scoring of stu-
dent work argue that the process is subjective and focused on values and attitudes 
(Schlafly, 2001). Yet the process states typically use to score student responses (to 
constructed-response questions, for example) has many elements designed to render it 
objective. Scorers do not know student names or schools. Using pre-established ru-
brics describing the characteristics of work earning each point value, scorers are really 
just being asked to categorize responses. The rubrics are developed with the tasks and 
both are field tested, and then improved, if necessary. Scorers generally have to have a 
background in the relevant subject area; they are trained on each test question using 
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the rubric and many samples of student work of varying quality; they have to qualify 
(calibrate) by achieving a certain level of accuracy on “qualifying packs” of student 
responses before being allowed to score for record; and even though they are scoring 
for the record, various approaches to blind double scoring are used to monitor their 
accuracy, with corrective action taken when necessary. All these practices are described 
in “Operational Best Practices,” a document produced jointly by state testing directors 
and testing company experts at the request of former Secretary of Education Margaret 
Spellings (Association of Test Publishers and Council of Chief State School Officers, 
2010). That these best practices yield reliable results is well documented by state testing 
technical manuals.

There is a mistaken, but all too common belief, that tests requiring human scoring are 
inherently unreliable. True, human scorers evaluating complex student performance are 
not perfect; raters’ scores often vary by plus or minus one point. Nevertheless, students 
can be credited with partial knowledge on the basis of performance, which is more ac-
curate than receiving full credit for guessing correctly on a multiple-choice question. 
The same level of test reliability can be achieved with 8 to 10 4-point constructed-re-
sponse questions as with 50 multiple-choice items. This is a matter of fact, documented 
in the technical manuals associated with hundreds of state tests.

Some have touted the merits of using “artificial intelligence”—scoring student work by 
computer. This technique has proven useful in scoring writing samples, but it is still 
experimental. More evidence of reliability and validity is needed to establish its use in 
scoring in other content areas, and for large-scale state assessment.

The same techniques for human scoring of student responses to constructed-response 
questions and writing prompts are applicable to any of the scorable products resulting 
from performance tasks or projects. Consequently, when it comes to scoring perfor-
mance assessments, there is expertise and experience. Again, the matter of taking it to 
scale is an issue of time and expense. A method of dealing with this problem is ad-
dressed in the next section.

Lesson: For limited measures, such as a writing sample (a one-item test), 
new strategies are needed to strengthen reliability analyses. An alternate 
solution, of course, is to use more measures; to accomplish this, mul-
tiple curriculum-embedded tasks could be the least intrusive. Moreover, 
for more extensive performance measures, traditional approaches to 
demonstrating test reliability are as appropriate as they are for all-mul-
tiple-choice tests. Also, it is not enough to create and use high-quality 
measures; it is also necessary to convincingly demonstrate to a variety of 
audiences that they are indeed of high quality, both in terms of what they 
measure and how reliably they measure it.
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Local Scoring with Central Auditing. It has already been argued that, to justify the 
time and effort local educators would have to devote to performance assessments for 
statewide accountability, it would be best if assessments were curriculum-embedded. 
This would also reduce the costs associated with administering isolated tasks statewide 
using external administrators transporting cartons of materials to every school. The 
same situation applies in scoring the resulting student work. The logistics of transport-
ing student work (which can take many forms, not just writing) for central scoring, 
and the scoring itself (which would be in addition to scoring that might already be 
necessary for on-demand constructed-response testing), would be time-consuming and 
expensive.

The logical solution is to have local educators score their students’ work with the state 
(on a sampling basis) auditing the local scoring. Kentucky did this with its writing 
portfolio assessment. At the end of the second year of assessment, audit results showed 
that the scores submitted by some schools were inappropriately high. (The reason for 
this is explained in the next section, on the score scale.) These audit results were veri-
fied by an audit of the audit. Teachers in schools whose scores were found to be inac-
curate were given extra training; they rescored their portfolios with close monitoring for 
accuracy; and the new scores, which were considerably more comparable, became the 
scores of record. The following year, the writing portfolio scores in the previously au-
dited schools, where extra training was furnished, were found to be accurate (Kentucky 
Department of Education, 1997). The audit sample design was such that over a three-
year period all schools would have their portfolio scores audited and derive the benefit 
of additional training, if needed.

Lesson: Consistency of local scoring across schools, and therefore compa-
rability of results, can be accomplished if states make a commitment to 
teacher training, as well as an audit process and associated “remediation” 
to yield scoring that is consistent across a whole state. There may be 
some audit sampling and feedback approaches that can significantly cut 
down on the need for remediation. For example, use of interim measures 
(e.g., curriculum-embedded performance assessments) throughout the 
year, long before accountability results must be reported, allows time for 
feedback to local scorers. For each performance task, schools could be 
asked to submit the work of just a few students for central audit scoring, 
and the scores from that process, reported back to the schools, could be 
used as benchmarks to anchor the scoring of the work of the rest of the 
students. This practice is consistent with the guidance in the “Operation-
al Best Practices” document regarding real-time monitoring of scoring 
accuracy. Also, phasing in performance assessment components of larger 
assessment systems could allow time not only for a state to refine and 
improve audit procedures but also for local educators to internalize the 
state’s general standards of performance.
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Score Scales. Scorers of writing portfolios in the 1990s Kentucky assessment program 
assigned a score of 1, 2, 3, or 4 to each portfolio—scores that corresponded to the four 
performance levels used in the state for all subject areas. This practice was a mistake, 
for a number of reasons. The idea of a portfolio is to accumulate a larger body of evi-
dence of a student’s capabilities. (Seven writing samples were initially required in every 
student’s portfolio.) Reducing a portfolio to a number from one to four so early in the 
process negated the advantages of a bigger score scale and in fact reduced the measure-
ment value of portfolios to that of a single constructed-response item.

The Kentucky portfolio scoring approach is also what led to inflated scoring in some 
schools, which the audit process identified, as described in the previous section. Teach-
ers knew that student writing had improved, but the only way they could show im-
provement was by assigning higher scores to the work. With so few score points, each 
point corresponded to a wide range of quality, and for many students their improvement 
was not enough to “cross the line” to the next performance level. This problem was 
verified in many audited schools. (Interestingly, the more limited, on-demand perfor-
mance events administered in Kentucky had much larger score ranges.)

Lesson: Although no particular score range is optimal, a wide (rather than 
narrow) range of possible scores on a task or project would be desirable 
to allow more fine-grained distinctions to be made and growth or gains 
to be more appropriately noted. Of course, for a given task or project, 
several products or performances could contribute to that range (e.g., 
a writing sample, an oral presentation, a model, and even responses to 
follow-up questions). “Collapsing” the score points into fewer score rang-
es can then be done later for purposes of performance-level reporting and 
even equating. Also, different measures related to a task or project might 
be counted toward different subject area scores.

Equating. Kentucky discontinued the on-demand performance task component after 
three years because of the challenges associated with equating the tasks across years. 
(The program required approximately 12 unique tasks each year at each of three grade 
levels. Within the 12, only two or three pertained to the same subject area.) The state’s 
equating approach required identification of out-of-state schools willing to administer 
tasks from two consecutive years to their students, with each student taking one task 
from each of the two years. The difficulty in finding appropriate samples of students in 
large enough numbers, which ultimately affected the quality of the equating, coupled 
with opposition to performance assessment of some factions within the state led to the 
decision to drop this component of the program.

Consideration was given to equating the performance component of the program 
through the traditional, on-demand, group-administered component, that is, treating 
the performance tasks like new, constructed-response questions scaled with reused, 
constructed-response, “equating” questions. This idea was rejected, though, because 
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there was no reason to believe that in successive years the extent of improvement 
(change) in performance on the two components would be the same.

Lesson: Equating performance tasks that are more substantial than typical, 
on-demand, constructed-response questions is particularly challenging 
because the standard approach of administering both old and new tasks 
to the same students can be overly burdensome on teachers and students, 
and therefore often unfeasible. Alternative approaches should be developed 
and considered. For example, even though it’s not ideal, pre-equating is a 
procedure frequently used for direct writing assessments—often one-item 
tests. Prompts are selected for successive years that produced similar score 
distributions in field testing. The same approach could be used for per-
formance testing within a subject area, provided a large enough sample of 
students participate in the field testing of each task or project. Of course, 
with a much larger score scale, similar distributions might be difficult, but 
different tasks could have their 20-to-30-point score ranges collapsed to 
fewer score points (say, 10) that do exhibit similar distributions.

Validity. Validity theory is centered around claims about the appropriateness of the in-
terpretation of data in relationship to student performance on a test or performance task 
(Cronbach, 1971; Frederiksen & Collins, 1996; Mislevy, Steinberg & Almond, 2003; 
Pellegrino, Chudowsky, & Glaser, 2001; Moss, Girard, & Haniford, 2006). According to 
Campbell and Stanley (1963), to claim test validity means that evidence obtained from 
the assessment provides support for interpretation of the evidence to the extent that the 
interpretation is stronger than any other alternative explanation (e.g., internal valid-
ity). Applying this paradigm to performance assessment focuses on the scorer collecting 
and presenting the evidence used to make judgments about the knowledge and skills 
the student exhibits. Teachers or expert scorers who have been trained and calibrated 
to score consistently using a scoring protocol or rubric often make judgments rooted in 
cognitive theory about student learning (Bransford & Darling-Hammond, 2005). Ac-
cording to Frederiksen and White, “by adopting systematic approaches to observing 
and analyzing performance, teachers can accurately and consistently code key features 
of student work.” They further hypothesize that “carrying out accurate and complete 
analyses of student work will enable the teachers to develop the evidence needed to 
make accurate scoring judgments of the quality of student work in reference to state 
curricular standards.” This chain of validity evidence to support curriculum-embedded 
work requires clear understanding of the skills to be measured and rich description of 
the performance to support interpretation of a student’s meta-cognitive ability to carry 
out complex performance tasks. Additionally, teachers can use this chain of evidence 
to inform their practice by evaluating the impact of specific instructional strategies on 
student learning, including subgroup analyses (Moss et al., 2006).

Further, to meet the new demands of the common core of learning (all students college- 
and career-ready), it can be argued that performance assessment measures of higher-
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order thinking need to be a core component of the next generation of assessment and 
accountability in this country. Performance tasks should be designed to engage students 
to think critically, reason analytically, solve problems, and communicate effectively. To 
achieve these goals requires a more balanced view of assessment and accountability that 
includes both formative information—how students develop and access learning re-
sources to complete challenging tasks—and summative judgments of student learning, 
based on performance tasks that are aligned to national standards and that can be used 
for district and state accountability purposes. Moreover, these meta-cognitive tasks are 
situated in the learning process in classes and therefore change the nature of the validity 
argument supporting use and interpretation of embedded performance tasks. A broader 
conception of a validity argument is suggested, beginning with a detailed description 
of the constructs being measured that takes into account multiple types of evidence at 
different levels of the scale and that is sensitive to the dynamic interaction between the 
student and the task as the act of inquiry continuously shapes student learning. 

Teachers and students need to know the learning demands of the tasks the students are 
expected to master, and teachers need to create instructional opportunities for students 
to successfully complete the tasks. This interaction between standards and tasks in the 
classroom is based on teachers and students developing common understandings of 
the skills that will be measured and a clear description of the performance indicators 
to interpret the students’ performance on the basis of standards, student work samples, 
benchmarks, and rubrics. To this end, the goal of creating more transparency in assess-
ment is to signal to the students the knowledge and skills necessary for success in the 
classroom. In addition, students often engaged in self-assessment and peer assessment 
of student work cause a significant shift in how we think about test administration and 
validation. That is, using standardized administration standards for on-demand tests to 
ensure the “objectivity and comparability” of assessment is confounded when students 
have the opportunity to collaborate on the performance tasks. Research suggests that 
opportunities for peer collaboration coupled with formative feedback to students are a 
leading indicator of student knowledge of the subject matter and a strong predictor of 
future success (Black & Wiliam 1998, Bransford & Swartz, 2001).

Finally, as discussed earlier, performance assessment data go well beyond supplying 
scores. They are designed to inform students and teachers about what it is important 
to learn, what learning looks like, and how learning is shaped by the context of the 
learning environment and its learners (Engeström, 1999). As a result, broadening the 
conception of validity to address richer and more complex performance tasks requires 
considering how assessment functions in various instructional and school-based con-
texts and how the learner is influenced (shaped) by the learning environment.
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Promising and Emerging Assessment Practices
here are many innovative assessment projects currently under way and worth 
noting. This section highlights three such initiatives that focus on higher-order 
thinking skills and are designed to predict college and workplace readiness: the 

College and Work Readiness Assessment (CWRA), the College Readiness and Perfor-
mance Assessment System (C-PAS), and the Ohio Performance Assessment Pilot Project 
(OPAPP). These projects illustrate three related, but different, approaches to measur-
ing higher-order thinking by (1) using on-demand, computer-adapted, constructed-
response items (CWRA); (2) assessing cognitive strategies that enable college-bound 
students to learn, understand, retain, use, and apply content from a range of disciplines 
(C-PAS); and (3) developing course and curriculum-embedded rich projects in the core 
academic disciplines that can be combined with high-stakes state accountability test 
measures to support a high school graduation decision (OPAPP).

College and Work Readiness Assessment (CWRA)

The CWRA is a high-school-senior version of the Collegiate Learning Assessment 
(CLA) (Klein et al., 2007; Klein, Freedman, Shavelson, & Bolus, 2008; Shavelson, 2007, 
2010). The CLA and CWRA were developed at the Council for Aid to Education by 
Roger Benjamin, Steve Klein, and Richard Shavelson; see Chapter 4 in Shavelson (2010) 
for a brief history.

The CLA was developed to measure undergraduates’ learning—in particular their abil-
ity to think critically, reason analytically, solve problems, and communicate clearly. The 
assessment comprises performance tasks and critical writing components. The perfor-
mance task component presents students with a real-world problem and an in-basket of 
information and asks them to either solve the problem or recommend a course of action 
based on the furnished evidence. The analytic writing prompts ask students either to 
take a position on a topic or to critique an argument.

A 90-minute, entirely constructed-response exam, the CLA is delivered over the Inter-
net. The assessment focuses on performance at the institution level or on performance 
at the program level within an institution. Institution or program-level scores are re-
ported, both as observed performance and as value added beyond what would be ex-
pected from entering student SAT scores. The CLA differs substantially—in terms of its 
philosophical and theoretical underpinnings—from most learning assessments, which 
are based on an empiricist philosophy and a psychometric/behavioral tradition. From 
this stance, everyday complex tasks are divided into components, and each component 
is analyzed to identify the abilities required for successful performance. For example, 
suppose that components such as critical thinking, problem solving, analytic reason-
ing, and written communication are identified. A separate measure of each component 
would then be constructed and students would take each test. At the end of testing, 
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student scores would be added up to construct a total score to describe their perfor-
mance—not only on the assessment at hand, but also generalizing to a universe of com-
plex tasks similar to those the tests were intended to measure.

The CLA is based on a combination of rationalist and socio-historical philosophies in 
the cognitive-constructivist and situated-in-context traditions. The CLA’s conceptual 
underpinnings are embodied in what has been called a criterion sampling approach 
to measurement. This approach assumes that the whole is greater than the sum of its 
parts and that complex tasks require an integration of abilities that cannot be captured 
if divided into and measured as individual components. The criterion-sampling notion 
is straightforward: If you want to know what a person knows and can do, sample tasks 
from the domain in which she is to act, observe her performance, and infer competence 
and learning. For example, if you want to know whether a person not only knows the 
laws that govern driving a car but can also actually drive a car, don’t just give her a 
multiple-choice test. Rather, also administer a driving test with a sample of tasks from 
the general driving domain (starting the car, pulling into traffic, turning right and left in 
traffic, backing up, parking). On the basis of this sample of performance, it is possible 
to draw more general, valid inferences about driving performance.
 
The CLA follows the criterion-sampling approach by defining a domain of real-world 
tasks that are holistic and drawn from life situations. It samples tasks and collects 
student operant responses. Operant responses are student-generated responses modified 
with feedback as the task is carried out. These responses parallel those of the CWRA. 

The CWRA’s twofold mission is to improve teaching and learning by using performance 
tasks to connect classroom practice with authentic institutional assessment and to 
evaluate student readiness to do college work. The CWRA employs certain performance 
tasks from the CLA to test high school seniors’ critical thinking, analytic reasoning, 
problem solving, and communication abilities. To date, 49 high schools have participat-
ed in the CWRA. Currently in development are means to provide peer group compari-
sons and on-demand testing. Efforts are also under way to reduce the required testing 
time for a performance task from 90 minutes to 60 minutes, adjust the reading level to 
make it appropriate for a range of high school students, and administer the adapted, 
open-ended performance tasks in conjunction with other standardized tests of critical 
thinking to produce reliable individual student scores.

It is crucial to work with teachers to offer a model for how curricular and pedagogical 
interventions help students to develop these higher-order skills. CWRA offers “Perfor-
mance Task Academies” for hands-on training grounded in the literature on learning 
theory, critical thinking, and authentic assessment. The academies focus on showing 
teachers how to create classroom projects that are a hybrid of case studies and perfor-
mance-based learning, with a special focus on higher-order skills. The Performance 
Tasks Library is a teacher-created teaching resource.
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The CWRA program has conducted preliminary research on using the assessment. Re-
search shows that high school GPA combined with scores on CWRA performance tasks 
are as good as high school GPA combined with SAT scores for predicting a student’s 
cumulative college GPA. (See Collegiate Learning Assessment tasks in the Appendix.)

The College-Readiness Performance Assessment System (C-PAS)

C-PAS was developed by David T. Conley, chief executive officer of the Education 
Policy and Improvement Center at the University of Oregon. It is specifically designed 
to create new methods to evaluate the college readiness of high school students, on the 
premise that current assessments and tests do not necessarily do a good job of gaug-
ing student cognitive capabilities and ability to apply strategies they will be expected to 
demonstrate in entry-level college courses and beyond. As American secondary school 
classrooms attempt to become more data-driven, and as more high school students set 
college as their goal, it is critical that teachers have the right set of data to enable them 
to make instructional decisions that prepare their students for postsecondary education, 
and that students have a clearer picture of their readiness for college courses. C-PAS is 
being designed specifically to supply this type of information to teachers and students 
to ensure high school instruction leads to college readiness for all students.

C-PAS is a series of curriculum-embedded performance tasks that teachers administer 
within the context of their curriculum and score with a common scoring guide, re-
sulting in a performance profile for each task composed of scores from up to five key 
cognitive skills. The teacher separately grades the task for inclusion as a component in 
the course grade, thereby increasing student engagement in the task. C-PAS scores are 
useful to teachers in considering how well their curriculum is helping students reason, 
solve problems, interpret information, conduct research, and generate work with preci-
sion and accuracy. The tasks are carefully designed to encourage student development 
of key cognitive strategies that research identifies as being important elements of entry-
level college courses.

C-PAS is deeply rooted in psychometric principles and practices in order to achieve 
a high degree of technical adequacy, which helps ensure that the scores generated are 
valid and accurate indicators of student development of key cognitive strategies associ-
ated with college success. This is achieved in a number of ways. The five key cognitive 
strategies are carefully analyzed using item response theory to determine the degree of 
interaction among them and to establish task difficulty. Scoring guides are refined so 
that they focus on the key attributes of each cognitive strategy. All task writers are care-
fully selected and then trained to use task shells to ensure the structural similarity of all 
tasks and to minimize task variance on extraneous dimensions. Teachers must follow 
common conditions of administration when introducing the tasks in class. Finally, after 
teachers score their students’ tasks using the common scoring guides, master scorers 
rescore a subset of the tasks to ensure consistency of teacher scoring.
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Ohio Performance Assessment Pilot Project (OPPAP)

The goal of the OPAPP is to contribute to developing a world-class assessment that 
raises learning expectations for all students, is balanced, and uses a multiple measures 
approach to assessment and accountability. One important purpose of this approach 
is to support improvement in instructional practice and align student achievement 
to college readiness standards and international benchmarks of student performance. 
The initial phase of the project focused on developing curriculum-embedded, teacher-
managed, rich performance tasks that are content-focused, skills-driven, and aligned to 
college and workplace readiness standards.

OPAPP comprises:

•  Course-embedded performance assessment tasks that measure the content 
knowledge and skills learned in 11th and 12th grade courses. Students 
complete tasks in and out of class over a period of one to four weeks as 
an embedded part of course curriculum. Teachers administer the tasks 
under the supervision of their districts and state coaches. Content area 
and state department curriculum experts develop each task in consul-
tation with teachers, higher education faculty, and national content 
experts.

•  Performance outcomes are the content-specific knowledge and skills 
described by content experts that are needed for college and career 
success in the 21st century. Ohio teachers, higher education faculty, 
and state curricular experts arrive at a consensus as to the relative im-
portance and validity of the performance outcomes. The performance 
outcomes are aligned with state content standards, national content 
standards (NCTM, NCTE, NAS), college readiness standards (Con-
ley, 2007), and international benchmarks. Performance outcomes are 
a reduced set of high-leverage content and skills aligned to the Ohio 
standards and are in the process (upon adoption) of being aligned 
to the national common core standards. Explication of performance 
outcomes serves as the blueprint for designing the course-embedded 
performance assessment tasks.

•  Common scoring rubrics are a set of evaluative criteria aligned with the 
performance outcomes, designed to assess all performance tasks within 
a specific disciplinary focus (e.g., scientific inquiry and investiga-
tion, mathematics problem solving, English language arts inquiry, and 
communication).

•  The scoring system is based on a set of training protocols and bench-
marks designed to ensure high scorer reliability. Included in the up-
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coming spring 2010 pilot are data collection strategies to assess score 
reliability, moderation procedures to audit local teacher scores, and a 
data feedback loop to give districts and schools formative information 
to improve teaching and learning. OPPAP is designed to support high-
stakes decisions for graduation; the design of the scoring is therefore 
grounded in psychometric principles and practices to support the 
validity of the measure. A high degree of technical adequacy is needed, 
to ensure that the scores generated are credible and defensible and that 
they measure important dimensions of learning associated with college 
and career success. This is accomplished, in part, through using item 
response theory to examine the degree of interaction among them and 
to establish estimates of student ability and task difficulties.

State Sample. Fifteen pilot districts, including district consortia, were selected from 
among many more applicants to participate in designing, developing, and piloting 
the OPAPP system. These sites encompass 24 schools in urban, suburban, and rural 
contexts.

Use of Results. The performance assessments offer a rich, authentic measure of higher-
order thinking and focus on discipline-specific thinking skills deemed necessary for 
college and career success. Assessment results supply formative information to teachers 
about student achievement of key performance outcomes, as well as credible, defensible 
evidence that can be used as part of a summative, high-stakes accountability decision. 
In addition, the approach is designed specifically to create a two-way flow of informa-
tion and engagement from the classroom level to the school and district, and from the 
state and systems level back into the classroom. These performance tasks will be con-
structed consistent with state curriculum frameworks and course syllabi and will be 
modeled after proven assessment practices that are already in place in high-performing 
countries worldwide.

Development of the course-embedded content knowledge and skills assessments is de-
signed to fit the redesign of the Ohio accountability system as:

A component of an end-of-course examination system. Evidence and scores 
from course-embedded, performance-based assessments are specifically 
designed for use in combination with state-developed, end-of-course 
exams. The reference exams include both constructed-response and on-
demand multiple-choice items—essays and problem solutions, as well 
as curriculum-embedded, extended-performance tasks that may require 
more extended writing, research, and inquiry tasks. The tasks would be 
constructed by high school faculty and college faculty under the leader-
ship of the department of education and are intended to inform the grade 
given to the student in the course as well as combine with end-of-course 
exams to support high school graduation decisions.



A way to satisfy the “senior project” component of Ohio Governor Strickland’s educa-
tion reform bill. The senior project is defined to include a variety of formats. One 
format might be a single project in an area of deep interest to students; a second could 
be a graduation portfolio that includes performance assessments in a selected number 
of content areas—for example, subject areas chosen by the student, as is common in 
other countries (the United Kingdom uses O and A level exams from which students 
choose the areas in which to complete assessments). Students demonstrating mastery 
in additional content areas could receive additional diploma endorsements (“merit 
badges”) recognizing their outstanding achievement. These endorsements of accom-
plishment could be taken into account as part of a student’s application for college or 
in conjunction with a placement exam used by colleges to determine course eligibility. 
(See Ohio assessment tasks in the appendix.
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One Approach to Development of Next-Generation 
of State Assessment

f local educators are to go beyond tests of core knowledge and skills in their teach-
ing, then the next generation of high-stakes accountability assessment should 
include challenging performance tasks aligned to the demands of college and career 

in the 21st century. This can be accomplished by a two-pronged approach involving (1) 
a more rigorous statewide, on-demand test, one that includes not only multiple-choice 
items but also higher-order, constructed-response questions and (2) a locally adminis-
tered and scored, curriculum-embedded performance assessment component that ad-
dresses skills not measurable by the statewide test. In the latter, the local educator role 
is more substantial than in traditional testing because of participation in implementa-
tion and scoring of performance assessment.

On-Demand Component

It is important that both assessment components model good classroom practices. As 
discussed earlier, sole reliance on multiple-choice tests can and will narrow curriculum 
and drive instruction toward tested skills (Amrein & Berliner, 2002; Shepard et al., 
1995). These authors recommend that an on-demand component (either paper-and-
pencil or computer-delivered) include a significant number of constructed-response 
questions carrying substantial weight toward the total score. Teachers tend to model 
the state tests in their classroom testing; as Kentucky showed, on-demand, constructed-
response testing can indeed lead teachers to place greater emphasis on this format, 
using rubrics for scoring and gaining the benefit of seeing more actual student work. Of 
course, the constructed-response questions would lead to greater instructional focus on 
higher-order thinking skills.

Over the past few decades, several states have used a test with “common” and “matrix-
sampled” questions. The former are the same across all forms of a test at a grade level 
and are the basis for individual scores. The matrix-sampled questions differ across 
forms and serve several purposes. If included for successive years, they can be used for 
test equating purposes. Also, matrix sampling is a means of field testing items for use 
in future years, replacing common items that are released or held for reuse in much 
later years. Embedding field-test items in operational tests constitutes the most effective 
means of field-testing items, because students do not know which items are operational 
and which are being field-tested. Consequently, student motivation is the same for both. 
Matrix-sampled items can also be used to bolster measurement in subtest areas for 
which school results are produced.

The NECAP uses a common/matrix-sampled design similar to the one used previously 
by several consortium states. For illustrative purposes, the essentials of the grade 5 NE-
CAP design (per test form) are shown here.
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Reading (9 forms)
• Common multiple-choice: 28 items
• Common 4-point constructed-response: 6 items
• Matrix-sampled multiple-choice equating: 14 items
• Matrix-sampled 4-point constructed-response equating: 3 items
• Matrix-sampled multiple-choice field test: 14 items

Matrix-sampled 4-point constructed-response field test: 3 items, mathematics (9 forms)
• Common multiple-choice: 32 items
• Common 1-point short-answer: 6 items
• Common 2-point short-answer: 6 items
• Common 4-point constructed-response: 4 items
• Matrix-sampled multiple-choice equating: 6 items
• Matrix-sampled 1-point short-answer equating: 2 items
• Matrix-sampled 2-point short-answer equating: 2 items
• Matrix-sampled 4-point constructed-response equating: 1 item
• Matrix-sampled multiple-choice field test: 3 items
• Matrix-sampled 1-point short-answer field test: 1 item
• Matrix-sampled 2-point short-answer field test: 1 item
• Matrix-sampled 4-point constructed-response field test: 1 item

This design allows the equating items to approximate the proportions of numerous 
types of items in the common test. Short-answer questions in mathematics are quickly 
scored items that measure skills not effectively measured by multiple-choice items for 
which students could arrive at correct answers without applying the skills intended to 
be measured. In the NECAP mathematics tests, there is some variation in the propor-
tion of item types across grades, with greater emphasis on short-answer questions than 
on 4-point constructed-response items at earlier grades. The highly cited Massachusetts 
Comprehensive Assessment System (MCAS) has used a test design similar to the NE-
CAP since the late 1990s.

Curriculum-Embedded Performance Component

There is growing belief that to support education of students who can compete ef-
fectively in the digital age, assessment systems must be broadened to include locally 
administered, curriculum-embedded performance assessments (Popham, 1999; Darling-
Hammond et al., 2010). Much of what is considered “core knowledge” can be assessed 
by traditional summative tests, but higher-order skills that traditional tests address 
either inadequately or not at all should be the focus of curriculum-embedded perfor-
mance tasks designed to measure higher-order cognitive ability.

Here is a list of characteristics, practices, or steps of an approach to a performance com-
ponent that capitalizes on the valuable lessons from the past. Full implementation could 
require three to five years.
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1. The state posts models online, tried-and-true tasks and projects calling 
for individual, scorable products closely aligned to standards, with a 
total score range of at least 20 points for each task or project. The tasks 
use materials and other resources readily available in schools, homes, 
or online. The posting also includes sample student work, scoring ru-
brics, and specifications for tasks and projects.

2. Teachers use the state-provided tasks and projects in their own instruc-
tion and as models for tasks and projects they develop themselves to 
submit to the state for review. The state also conducts professional 
development training sessions, using both online and train-the-trainer 
or coaching models.

3. The state reviews, selects, rejects, revises, and furnishes feedback to 
teachers for their submissions.

4. The state selects high-quality tasks or projects for pilot testing, collects 
associated student work, and then posts the tasks and projects, rubrics, 
and sample student work online for local use. This development, vet-
ting, field testing, and posting sequence is ongoing.

5. The state holds back (does not post) selected tasks or projects, saving 
them for later use in the local performance assessment component of 
accountability testing.

6. The state posts a set of tasks or projects for schools to administer 
within a specified time frame. Teachers score the resulting student 
work and submit the scores to the state.

7. Each school identifies a low-, middle-, and high-performing student 
for each task or project and submits the work of those students to the 
state via electronic portfolio platforms. The teachers’ scoring for those 
students is audited (rescored) by content specialists.

8. Audit scores are sent back to the schools, and local personnel adjust 
scores of their students to be consistent with the “benchmarks” ob-
tained through the audit process.

9. The next year, steps 6, 7, and 8 are repeated three times, with the tasks 
and projects for each round chosen to coincide as closely as possible to 
the time during the year when relevant instruction is given.
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10. The results of the performance component are combined with those of 
the on-demand assessment component, thereby contributing to both 
student- and school-level results.

11. States support and supply resources for creating learning networks that 
build and spread educator capacity to strengthen instructional practice 
by means of effective use of performance assessments.

Policy Considerations

Policy implementation research carried out in a various contexts makes it clear that 
simply changing the testing requirements and collecting more outcome data does not 
assure that data will be used to make meaningful and effective decisions about cur-
riculum and instruction. Developing a reliable and valid performance measure is a 
necessary condition for making more defensible decisions about student learning and 
more evidence-based decisions about programs. It is also necessary to develop practical 
guidelines for local and state policy that support strategic use of student performance 
data in systematically gathering evidence of student achievement on challenging tasks 
that can measure college and workplace readiness skills.

Costs. Under the current testing and scoring paradigm, there is no question that non-
multiple-choice testing can be more expensive than multiple-choice testing. The bene-
fits of assessing higher-order skills and of professional development of teachers involved 
in scoring should be weighed heavily in decisions about testing programs, along with 
cost-saving measures that can be implemented even with performance assessments.

Testing companies’ constructed-response scoring systems are particularly efficient and 
reliable and therefore probably the method of choice for end-of-year summative tests. 
Here are rough guidelines that can help state officials estimate scoring costs:

Scorer Time and Costs*
Type of Measure 	 Training Time		  Scoring Time
4-point C-R	 2–3 hours	 1 minute
Writing sample	 Half-day	 5 minutes
Performance tasks**	 1 day	 50 minutes

Notes: * Temporary readers used by testing companies earn $12 to $15 per hour.
** It is assumed a “task” yields multiple scorable products.

The number of readings of a student’s work is also relevant. Often a small percentage of 
constructed-responses are double-scored for quality control purposes, although writing 
samples and portfolios are typically all double-scored. There are, of course, additional 
costs associated with scoring leadership. There might be one senior reader or table 
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leader for every 10 or so readers. Also, there might be a content leader (one per sub-
ject), a permanent staff member chargeable to the contract during benchmarking (find-
ing exemplar responses for training), training, and live scoring. Some time from other 
scoring leadership staff would also be involved for on-demand, constructed-response 
scoring. Already used effectively for scoring writing samples, computer scoring in the 
near future may also significantly reduce scoring costs.

For interim assessments, particularly curriculum-embedded performance assessments, 
teacher scoring is desirable for many reasons, cost savings among them. If the tasks or 
projects are truly curriculum-embedded, they are part of regular instruction, and there 
are no additional scorer costs. (Also, the teacher-assigned scores can count toward 
student course grades.) Scoring training for teachers and the scoring itself can become 
professional development time, an approach in Australia and in some U.S. states. For 
years, Maine awarded recertification credits to scorers of writing samples. (The scoring 
was accomplished at centralized sites.) Of course, there are costs associated with the 
trainers’ time and materials. Online training, however, can be economical. There would 
also be costs associated with an audit process, by which samples of student work from 
curriculum-embedded performance assessment are scored.

States can also cut testing costs by joining state consortia for their entire assessment 
program or program components. The savings are more significant for smaller states 
whose fixed costs (for test development and program management, for example) are a 
significant proportion of total costs. Those costs could be shared equally among consor-
tium states. Variable (per student) costs (e.g., materials production and scoring) benefit 
from economies of scale. Large states do not benefit quite as much economically from 
joining consortia because, depending on their size, their fixed costs might be insignifi-
cant compared to their variable costs and because they already have economies of scale 
with respect to their variable costs.

Time. As a result of NCLB legislation, many states have abandoned non-multiple-choice 
formats in their on-demand testing. Cost may be more of a factor in this action than 
testing or scoring time. It is not widely known that it takes far greater time to create 
clean data files for final analysis than to produce the scores on constructed-response 
questions. The latter can be done in days or a few weeks, depending on the number of 
students and responses. Student-testing materials are not all returned on time, and re-
turn instructions are not always followed explicitly. In most of today’s programs, which 
use new tests every year, all student materials and results have to be accounted for and 
grouped correctly before final results are determined. Traditionally, this takes a great 
deal of time. For general achievement measures not designed to furnish the kind of 
rich, diagnostic information teachers need day to day, turnaround time of a few weeks 
or even months may be acceptable, given that the reports are general profiles of achieve-
ment. Timeliness of results from curriculum-embedded components should not be an 
issue; teachers have immediate access to the scores they assign. Furthermore, because 
the assessments are curriculum-embedded, they are part of the regular instructional 
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program. As a result, instructional time is not lost to testing. The scores can be reported 
and audited in plenty of time for combining with end-of-year, on-demand results for ac-
countability purposes.

State and Local Capacity. Curriculum-embedded assessment is most effectively ac-
complished if it is consistent with regular instructional practice. Many would argue that 
for this to be the case schools must implement major reforms Pre-service and in-service 
training is critical in assessment literacy, formative and summative assessment practices, 
and use of data. School leaders at the local and state levels must play a major role in 
school reform. At the time of this writing, although state resources have been signifi-
cantly cut back Race-to-the-Top monies are one key source (or possibly the only source) 
of funding, to support developing the next generation of state accountability, at least for 
initial design, field testing, and validation of new approaches to state assessment.

Reframing Professional Development. At the core of classroom-based performance 
assessment work is the explicit intention to build both the assessment literacy and the 
capacity of teachers to use classroom-embedded assessments. High-quality, classroom-
embedded assessments can help shape curriculum and instruction, better informing 
teacher decisions around learning in order to have the greatest potential to improve the 
performance of students and schools. A recent study of the 2003-04 school and staff-
ing survey, as well as data from the MetLife Survey and the 2007-08 NSDC Standards 
and Assessment Inventory (Darling-Hammond et al., 2009.) gives a detailed profile of 
prevalent professional development practices in the United States, as well as teacher ac-
cess to high-quality professional development across states and within particular school 
contexts.

The analysis is sobering. Although the United States has made progress in some areas, 
such as mentoring novice teachers and deepening teacher content knowledge, the gen-
eral U.S. approach to professional development is rooted in using short-duration, topi-
cally based sessions with little or no follow-up. Schools rarely have a coherent profes-
sional development plan with formal structures and supports that foster job-embedded 
professional development in a collegial, school-based setting. This lack of structure is 
made evident by low ratings of the usefulness of most professional development op-
portunities, and teacher perceptions of a lack of collective decisionmaking and problem 
solving to make professional development practices relevant and meaningful. Effective 
professional development programs worldwide tend to have some features in common. 
In high-performing OECD nations, professional development is structured to offer 
teachers extended learning opportunities and actively engage professional communities 
in research on relevant education topics—both to learn from one another through men-
toring or peer coaching and collectively to guide curriculum, instruction, and profes-
sional learning decisions at the school level.

To prepare all children to meet the academic and higher-order thinking demands em-
bedded in the design of performance assessment, it is important to rethink how pro-
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fessional development is practiced in this country. In 1990, the psychologist Robert 
Glaser called the type of teaching and learning needed to support higher-order thinking 
adaptive pedagogy. He proceeded to argue that 21st-century schools must depart from a 
selective mode, “characterized by minimum variation in the conditions of learning,” in 
which a “narrow range of instructional options and a limited number of ways to suc-
ceed are available.” The switch must be made “to an adaptive mode in which the educa-
tional environment can provide a range of opportunities for success—modes of teaching 
are adjusted to individuals—their backgrounds, talents, interests, and the nature of past 
performance.”

In summary, professional development organized around building high-quality rela-
tionships and professional communities appears to pay significant dividends in deep-
ening teacher knowledge and practice, resulting in improved performance of schools 
and students. Teachers must have significant opportunities to participate in and influ-
ence all aspects of the overall assessment project, from development and scoring the 
assessment(s) to participating in action research on the impact of performance assess-
ment on teaching and learning. Their participation will improve knowledge of the fac-
tors shaping implementation and outcomes and will generate strategies, lessons learned, 
and evidence that others can use to support instructional improvements in other 
contexts.

Technology. Moving to a more balanced, multiple-measure accountability system de-
pends, in part, on developing intelligent technologies to capture and transform infor-
mation that goes beyond simple test scores to include both formative and summative 
student performance data, ranging from simple text to digital media (embracing exhibi-
tions of student work). Many data management systems currently in use yield acces-
sible and relevant demographic and test score data. These systems, however, are not 
generally structured to produce actionable, “just in time” evidence of academic factors 
that schools, districts, and states can use to guide curriculum, instruction, and assess-
ment. More importantly, these systems do not generally focus on putting classroom-
based formative and diagnostic data in the hands of teachers and educators to support 
struggling students and to continuously monitor student progress over time—so called 
early-warning and on-track measures. Ready access to actionable data embedded in the 
school’s culture and norms can guide development of preventive and proactive strate-
gies to strategically target resources to high-leverage areas of need, which will lead to 
improved student outcomes and school improvement.

A smart technology system is designed to extend and “move beyond parallel play” and 
create viable multimedia tools for teachers and schools to advance 21st-century learn-
ing through active use of information and communication technologies that are chang-
ing how people share, develop, and process information in this digital age. A platform 
that integrates traditional and nontraditional data (such as performance data and digi-
tal media) is critically needed to support high-performing schools in the future. In a 
policy brief, Larry Pinkus (AEE, 2009) discussed the potential impact of a data-based 
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system capable of generating actionable early warning data on schools, especially low 
performers:

Examining the pattern of early warning indicators can unearth systemic 
weaknesses and enable schools and districts to address them head on. 
Early warning data can help to identify schools that face high concen-
trations of incoming off track students; have clusters of students with 
certain academic risks factors; have a history of contributing risk factors . 
. . this kind of data can help educators pinpoint and address problems at 
the school and student level systemically.

Technologies that will enable educators to use and capture classroom performance 
data as the data unfold in real time can be powerful tools to support strategic decision 
making for an immediate difference at the classroom, school, and district levels. Ac-
complishing such change is possible if intelligent technology platforms are developed to 
build capacity and foster effective development of accountability tools to support struc-
tures having a positive and lasting impact on curriculum, instruction, and assessment.

Credibility. Although Title I legislation played a role in the partial retreat from per-
formance assessment in the 1990s, other factors contributed as well, notably misinfor-
mation, low assessment literacy, and regulations related to then-current policies. Two 
attributes of good performance assessment discussed previously are absolutely critical: 
close alignment to standards and measurement quality. Having those attributes, how-
ever, is not enough; people have to know about them. Unfortunately, despite articles 
galore during the authentic assessment era on the merits of performance assessment, 
there was a distinct absence of research reports in the published literature. As a result, 
hard evidence of technical quality, positive impacts, and feasibility and affordability is 
lacking. State assessment programs using performance assessments on a large scale had 
such evidence, but it was not available in the early years as new psychometric, scoring, 
and standard-setting techniques were being developed. Even when the evidence was 
produced, it was often buried in technical reports that reached a very limited audience. 
Commissioned studies of program impact on instruction and student performance saw 
no greater exposure than technical manuals did.

A curriculum-embedded performance activity as envisioned here would yield several 
products scored much the same as constructed-responses or writing samples. Con-
sequently, corrections must be made to current misconceptions about constructed-
response scoring associated with performance assessment. As suggested in an earlier 
section, it is inappropriate to claim that a multiple-choice test is more reliable than a 
human-scored, constructed-response test. With high-quality items of either type of test, 
the number of score points per item and number of items per test become the critical 
factors for reliability.
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Unfortunately, during the authentic assessment period the psychometric community 
was not united in supporting performance assessment. Even though scoring techniques 
evolved and highly reliable results were achieved on constructed-response items and 
richer embedded performance tasks both internationally and in the United States, use of 
state-of-the-art techniques in the United States has been more limited, leading to skepti-
cism because of limited visibility and documentation of quality. The lesson here is that 
performance assessment advocates must be proactive and do a much better job of pub-
licizing evidence of the merits and technical quality of performance assessment. Fur-
thermore, the psychometric community should embrace the challenge of performance 
assessment and support it by tackling any psychometric problems this testing approach 
poses, rather than merely citing them. The impact of high-stakes testing on classroom 
practice is significant. Teachers, quite reasonably, want to prepare their students for 
those tests. To that end, their own classroom tests model their state’s approach to as-
sessment. State testing programs and the testing industry have made classroom teachers 
reliant on multiple-choice items for their own tests, caused them to see less actual stu-
dent work, and produced and encouraged testing (and instruction) that ignores valued 
standards (and skills) not easily assessed via the multiple-choice format.

Philosophical or ideological differences are also problematic today. Interestingly, at a 
recent conference Gong (2009) identified challenges faced by the Kentucky program 
of the 1990s and explained how “many powerful state groups and individuals opposed 
KIRIS.” Some believed the states’ “valued outcomes” (now called “content standards”) 
and assessments measuring them intruded on “parental prerogatives and personal 
privacy” and reflected a “conspiracy to produce compliant workers.” He also reported 
mathematics and literacy wars, which in essence were about low-level versus higher-lev-
el cognitive skills. Today, these same wars are going on in the unfortunate debate about 
core knowledge versus 21st-century skills—unfortunate because the battles continue 
even though the two sides acknowledge the importance of both perspectives.

Whether we are dealing with measurement or philosophical issues, it is clear that if 
progress is to be made then proponents of curriculum-embedded performance assess-
ment and any other innovations associated with it must prove their case. This was not 
done in the 1990s, when programs were implemented before proper foundations could 
be laid. Fortunately, performance assessment advocates are not starting at ground zero 
this time.

Political Will. Gong also explained how the old Kentucky program got “caught in 
political election battles,” becoming the victim of extreme partisan politics. Changes in 
legislative and education department leadership and “an adversarial relationship be-
tween the Department of Education and a legislative oversight group” also contributed 
to the demise of KIRIS. Clearly, a decade later the politicization of education is playing 
a role in shaping the future of education, and more specifically educational assessment. 
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It remains to be seen what the large-scale assessment landscape will look like in the 
second decade of the 21st century.

It is critical that states involve “frontline implementers”—teachers and students— in 
developing a more balanced assessment system. It is also important to give teachers op-
portunities to learn from assessments of their own students. These frontline users must be 
the key champions of reform for it to succeed. They have to carry the message to all key 
constituents and build understanding and support, as well as be involved in correcting 
misinformation and political posturing.
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Conclusions
he nation has adhered to an assessment paradigm that principally favors one form of 
accountability, driven by a restrictive focus on developing standardized tests to meet 
proficient standards of performance as defined by NCLB. Instead of naming win-

ners and losers among competing policies and competing testing philosophies, it’s time 
to take an inclusive and bold step forward by focusing efforts on keeping what works 
in NCLB, fixing its problems, and broadening the prevalent conception of accountabil-
ity to include performance measures of higher-order thinking. Other high-performing 
nations, such as Australia, Canada (Alberta), Hong Kong, Singapore, Sweden, and the 
United Kingdom, are implementing or developing more balanced, content- and skills-
driven accountability systems that use classroom-based performance measures in com-
bination with national examinations to assess student learning. Although several of 
these countries stepped up to the new global and economic realities and reformed their 
education systems, the United States appears to have some catching up to do. Warning 
signs such as a high dropout rate, high attrition in college, and student achievement lev-
els nationally that are far below those in other countries highlight the need to establish 
and support high standards of performance for students, schools, districts, and states.

This paper describes the lessons learned from states’ current and past efforts to use 
performance assessments. It builds on those lessons to offer a new vision for making 
performance assessments an integral part of a statewide, multiple-measure, balanced 
assessment system. Identifying promising practices, as well as missteps, in building per-
formance assessment for statewide use can inform and guide development of the next 
generation of assessment in this country. The lessons learned can inform policymak-
ers and practitioners alike. Future work to develop new measures of student learning 
should be accompanied by an equally vigorous effort to develop and evaluate a system 
of technical, organizational, and human resource supports for states and institutions 
to enable them to make better use of accountability data, including performance data. 
Designed and used well, development of the next generation of state accountability sys-
tems has the potential to strengthen instruction, curriculum, and assessment as well as 
serve as a catalyst to reform schools and districts.



42 Stanford Center for Opportunity Policy in Education

References
Alliance for Excellent Education. (2009). The high cost of high school dropouts: What the nation pays 

for inadequate high schools. Issue Brief. Washington, DC: author.
Amrein, A. L., & Berliner, D. C. (2002, March 28). High-stakes testing, uncertainty, and student learning. 

Education Policy Analysis Archives, 10(18).
Association of Test Publishers & Council of Chief State School Officers. (2010). Operational best practices. 

Report produced at the request of former Secretary of Education Margaret Spellings.
Badger, E., Thomas, B., & McCormack, E. (1990). Background summary: Beyond paper and pencil. Malden: 

Massachusetts Department of Education.
Black, P., & Wiliam, D. (1998). Assessment and classroom learning. Educational Assessment: Principles, 

Policy and Practice, 5(1), 7–74.
Black, P., & Wiliam, D. (1998). Inside the black box: Raising standards through classroom assessment. 

Phi Delta Kappan, 80, 139–144.
Bransford, J. D., & Darling-Hammond, L. (2005). Preparing teachers for a changing world: What teachers 

should learn and be able to do. San Francisco: Jossey-Bass.
Bransford, J. D., & Schwartz, D. L. (2001). Rethinking transfer: A simple proposal with multiple implica-

tions. Review of Research in Education, 24, 61–100.
Burstall, C. (1986, Spring). Innovative forms of measurement: A United Kingdom perspective. Education-

al Measurement: Issues and Practices, 17–22.
Burstall, C., Baron, J., & Stiggins, R. (1987). The use of performance testing in large-scale student assessment 

programs. Paper presented at the Education Commission of the States’ 17th Annual Assessment 
Conference .

Campbell, D. T., & Stanley, J. C. (1963). Experimental designs for research on teaching. In N. L. Gage 
(Ed.), Handbook of research on teaching (pp. 171–246). Chicago: Rand McNally.

Chronbach, L. J. (1971). Test validation. In E. L. Thorndike (Ed.), Educational measurement (2nd ed., pp. 
443–507). Washington, DC: American Council on Education.

Cizek, G. J. (2001, Winter). More unintended consequences of high-stakes testing. Educational Measure-
ment, Issues and Practice, 20(4), 19–28.

Coe, P., Leopold, G., Simon, K., Stowers, P., & Williams, J. (1994). Perceptions of school change: Interviews 
with Kentucky students. Charleston, WV: Appalachia Educational Laboratory.

Coelen, S., Fulton, D., & Rende, S., (2008, April). Next steps: Preparing a quality workforce. Storrs, 
CT: Department of Economics and Connecticut Center for Economic Analysis, University of 
Connecticut.

Conley, D. T. (2010). College and career ready: Helping all students succeed beyond high school. San Fran-
cisco: Jossey-Bass.

Conley, D. T. (2007). Redefining college readiness. Eugene, OR: Educational Policy Improvement Center.
Connecticut State Board of Education. (2009). Connecticut academic performance test program overview. 

Retrieved October 2, 2009 from http://www.csde.state.ct.us/public/cedar/assessment/capt/re-
sources/misc_capt/2009%20CAPT%20Program%20Overview.pdf

Connecticut State Department of Education. (2006). CAPT third generation handbook for reading and writ-
ing across the disciplines. Retrieved October 2, 2009 from http://www.sde.ct.gov/sde/cwp/view.
asp?a=2618&q=320866

Connecticut State Department of Education. (2007, August 28). Science curriculum-embedded tasks, 
CAPT: Generation III. Retrieved October 2, 2009, from http://www.sde.ct.gov/sde/cwp/view.
asp?a=2618&q=320892

Darling-Hammond, L., Wei, R.C., Andree, A., Richardson, N., & Orphanos, S. (2009, February). Profes-
sional learning in the learning profession: A status report on teacher development in the United States 
and abroad. Palo Alto, CA: National Staff Development Council and the Stanford Center for Op-
portunity Policy in Education.



43Through a Looking Glass

Darling-Hammond, L., Pecheone, R., Jacquith, A., Schultz, S., Walker, L., & Wei, R.C. (2010). Develop-
ing an internationally comparable balanced assessment system that supports high-quality learn-
ing. In National conference on next generation assessment systems. Retrieved September 28, 2010, 
from http://www.k12center.org/rsc/pdf/Darling-HammondPechoneSystemModel.pdf

Engeström, Y. (1999). Activity theory and individual and social transformation. In Y. Engeström, R., 
Miettinen, & R. Punamäki (Eds.), Perspectives on activity theory (pp. 19–38). Cambridge, UK: 
Cambridge University Press.

Flexer, R. J. (1991). Comparisons of student mathematics performance on standardized and alternate mea-
sures in high-stakes contexts. Paper presented at the annual meeting of the American Educational 
Research Association, Chicago. 

Frederiksen, J. R., & White, B. Y. (1997). Cognitive facilitation: A method for promoting reflective col-
laboration. Proceedings of the second international conference on computer support for collaborative 
learning (pp. 53–62). Toronto: University of Toronto.

Frederiksen, J. R., & Collins, A. (1996). Designing an assessment system for the workplace of the future. 
In L. B. Resnick, J. Wirt, & D. Jenkins (Eds.), Linking school and work: Roles for standards and as-
sessment (pp. 193–221). San Francisco: Jossey-Bass.

Glaser, R. (1990a). Testing and assessment: O tempora! O mores! Paper presented at the Horace Mann lec-
ture at the University of Pittsburgh .

Glaser, R. (1990b). Toward new models for assessment. International Journal of Educational Research, 
14(5), 475–483.

Gong, B. (2009). Innovative assessment in Kentucky’s KIRIS system: Political considerations. Paper presented 
at the Best Practices in State Assessment workshop sponsored by the National Academy of Sci-
ences, Washington, DC, and at the Board on Testing and Assessment session “What is the status 
of innovative assessments? Political considerations.” 

Hamilton, L., Stecher, B., & Yuan, K. (2008). Standards-based reform in the United States: History, research, 
and future directions. Washington, DC: Center on Educational Policy, Rand Corporation.

Hiebert, E. H. (1991). Comparisons of student reading performance on standardized and alternative measures 
in high-stakes contexts. Paper presented at the annual meeting of the American Educational Re-
search Association, Chicago.

K–12 literacy, restructuring of the learning environment at the middle and high school levels, and profi-
ciency based graduation requirements (PBGR) at high schools, L-6-3 C.F.R. (2008).

Kahl, S. (2008, June). The assessment of 21st-century skills: Something old, something new, something bor-
rowed. Paper presented at the CCSSO National Conference on Student Assessment, Orlando, FL.

Kahl, S., Abeles, S., & Baron, J. (1985). Results of the 1984–85 Connecticut assessment of educational prog-
ress in science: Implications for improving local science programs. Paper presented at the National 
Science Teachers Association area meeting, Hartford. 

Kentucky Department of Education. (1997). KIRIS accountability cycle 2 technical manual. Retrieved from 
contractor files.

Khattri, N., Kane, M., & Reeve, A. (1995, November). How performance assessments affect teaching and 
learning. Educational Leadership.

Klein, S., Benjamin, R., Shavelson, R., & Bolus, R. (2007). The collegiate learning assessment: Facts and 
fantasies. Evaluation Review, 31(5), 415–439.

Klein, S., Freedman, D., Shavelson, R., & Bolus, R. (2008). Assessing school effectiveness. Evaluation 
Review, 32, 511–525.

Koretz, D., Barron, S., Mitchell, K., & Stecher, B. (1996). Perceived effects of the Kentucky Instructional 
Results Information System (KIRIS). Santa Monica, CA: Rand Corporation.

Koretz, D. M., Linn, R. L., Dunbar, S. B., & Shepard, L. A. (1991). The effects of high-stakes testing on 
achievement: Preliminary findings about generalization across tests. Paper presented at the annual 
meeting of the American Educational Research Association, Chicago.



44 Stanford Center for Opportunity Policy in Education

Madaus, G. F., West, M. M., Harmon, M. C., Lomax, R. G., & Viator, K. A. (1992). The influence of testing 
on teaching math and science in grades 4–12: Executive summary. Chestnut Hill: Center for the 
Study of Testing, Evaluation, and Educational Policy, Boston College.

Measured Progress. (2009). New England Common Assessment Program 2008–2009 technical report. Dover, 
NH: author.

Mislevy, R. J., Steinberg, L. S., & Almond, R. G. (2003). On the structure of educational assessments. 
Measurement: Interdisciplinary Research and Perspectives, 1(1), 3–62.

Moss, P. A., Girard, B., & Haniford, L. (2006). Validity in educational assessment. Review of Research in 
Education, 30, 109–162.

Murnane, R., & Levy, F. (1996). Teaching the new basic skills: Principles for educating children to thrive in a 
changing economy. New York: Free Press.

National Association of State Boards of Education. (2009). Reform at a crossroads: A call for balanced sys-
tems of assessment and accountability. Report of the NASBE Study Group on Assessment Systems 
for the 21st-Century Learner, Arlington, VA.

National Center on Education and the Economy. (2007). Tough choices, tough times: The report of the New 
Commission on Skills of the American Workforce. Washington, DC.

New England Common Assessment Program. (2009). 2009 Test administrator manual—Grade 11 science. 
Retrieved October 2, 2009 from http://education.vermont.gov/new/pdfdoc/pgm_assessment/ne-
cap/manuals/science/admin_manual_09_grade_11.pdf

New Hampshire code of administrative rules-education, 306.27(d) C.F.R. (2005). Retrieved October 2, 2009, 
from http://www.ed.state.nh.us/education/laws/documents/306Adopted.pdf.

New Jersey Department of Education. (2005). October 2005 and March 2006 HSPA cycle I and cycle II score 
interpretation manual. Retrieved October 2, 2009 from http://www.state.nj.us/education/assess-
ment/hs/sim.pdf

New Jersey Department of Education. (2008a). March 2009 high school proficiency assessment: Student 
preparation booklet. Retrieved October 2, 2009 from http://www.state.nj.us/counties/cumber-
land/0610/schools/distschools/senior/guidanceimages/HSPA%20Student%20Prep%20Booklet%20
%2708.pdf

New Jersey Department of Education. (2008b). Special review assessment administration manual 2008–
2009 school year. Retrieved October 2, 2009 from http://www.state.nj.us/education/assessment/hs/
sra/man.pdf

New York Commissioner of Education. (n.d.). Department-approved alternative examinations acceptable for 
meeting requirements for a local or Regents diploma. Retrieved from http://www.emsc.nysed.gov/
osa/hsgen/list.pdf

New York State Education Department. (1987). History of Regents Examinations: 1865 to 1987. Retrieved 
September 30, 2009, from http://www.emsc.nysed.gov/osa/hsinfogen/hsinfogenarch/rehistory.htm

New York State Education Department, Office of State Assessment. (2008). Regents Examinations, Regents 
competency tests, and second language proficiency examinations: School administrator’s manual. 
Retrieved September 30, 2009 from http://www.emsc.nysed.gov/osa/sam/secondary/sam08-pdf/
nysed-sam08.pdf

Pellegrino, J., Chudowsky, N., & Glaser, R. (Eds.). (2001). Knowing what students know: The science and 
design of educational assessment. Washington, DC: National Academy Press.

Pinckney, E., & Taylor, G. (2006). Standards and assessment memorandum. Retrieved October 2. 2009 
from http://education.vermont.gov/new/pdfdoc/pgm_curriculum/local_assessment/assessment_
guidance_030106.pdf

Popham, W. J. (1999). Why standardized test scores don’t measure educational quality. Educational Lead-
ership, 56(6), 8–15.

Quaglia Institute. (2008). My Voice student report 2008. Portland, ME: Quaglia Institute for Student Aspirations.
Rhode Island Board of Regents for Elementary and Secondary Education. (2008, September 3). Regula-

tions of the Board of Regents for Elementary and Secondary Education: K-12 Literacy, Restructuring 
of the Learning Environment at the Middle and High School Levels, and Proficiency Based Graduation 
Requirements (PBGR) at High Schools, L-6-3.3. Use of proficiency measures for high school gradu-



45Through a Looking Glass

ation. Retrieved September 15, 2009, from http://www.ride.ri.gov/Regents/Docs/RegentsRegula-
tions/HS%20Regulations%20September,%202008.pdf

Rhode Island Department of Education. (2005). The Rhode Island high school diploma system: All kids 
well prepared for high-performing, bright futures. Retrieved September 21, 2010 from http://
www.ride.ri.gov/HighSchoolReform/DOCS/PDFs/HIGH%20school%20reform/HSDiploma_
v071405.pdf

Rhode Island Department of Education & Education Alliance at Brown University. (2005). Required 
graduation portfolio elements. Retrieved October 2, 2009 from http://www.ride.ri.gov/HighSchool-
Reform/DSLAT/pdf/por_040103.pdf

Schlafly, P. (2001). Dumbing down and developing diversity. Phyllis Schlafly Report, 34(8). Retrieved Sep-
tember 28, 2010 from http://www.eagleforum.org/psr/2001/mar01/psrmar01.shtml

Schleicher, A. (2009). International assessment of student learning outcomes. In L. Pinkus (Ed.), Mean-
ingful measurement: The role of assessments in improving high school education in the twenty-first 
century. Washington, DC: Alliance for Excellent Education.

Shavelson, R.J. (2010). Measuring college learning responsibly: Accountability in a new era. Stanford, CA: 
Stanford University Press.

Shepard, L. A. (2002). The hazards of high stakes testing. Issues in Science and Technology, 19(2), 53–58.
Shepard, L. A., Flexer, R. J., Hiebert, E. H., Marion, S. F., Mayfield, V., & Weston, T. J. (1995). Effects of 

introducing classroom performance assessments on student learning, CSE technical report 394. Boul-
der: Center for Research on Evaluation, Standards, and Student Testing (CRESST) and University 
of Colorado at Boulder.

Shyer, C. (2009). August 2009 Regents Examinations and Regents competency tests. Retrieved September 30, 
2009 from http://www.emsc.nysed.gov/osa/08-09memo/jun-aug-09/724/563-809.pdf

Tucker, B. (2009). Beyond the bubble: Technology and the future of student assessment. Washington, DC: 
Education Sector.

University of the State of New York State Education Department. (2009a). Information booklet for scoring 
Regents Examinations in global history and geography and United States history and government. 
Retrieved September 30, 2009, from http://www.emsc.nysed.gov/osa/08-09memo/jun-aug-
09/730/541hg-809.pdf

University of the State of New York State Education Department. (2009b). Information booklet for scoring 
the Regents Comprehensive Examination in English. Retrieved September 30, 2009, from http://
www.emsc.nysed.gov/osa/08-09memo/jun-aug-09/730/541e-809.pdf

Vermont Department of Education. (n.d.). Core principles of high-quality local assessment systems. Re-
trieved October 2, 2009 from http://education.vermont.gov/new/pdfdoc/pgm_curriculum/lo-
cal_assessment/core_principles_08.pdf

Vermont State Board of Education manual of rules and practices: School quality standards, 2000 C.F.R. § 2120 
(2006).

Wiggins, G. (1998). Educative assessment: Designing assessments to inform and improve. San Francisco: 
Jossey-Bass.

Wilson, M. (Ed.). (2004). Towards coherence between classroom assessment and accountability. Chicago: 
University of Chicago Press.

Wood, G. H., Darling-Hammond, L., Neill, M., & Roschewski, P. (2007). Refocusing accountability: Using 
local performance assessments to enhance teaching and learning for higher order skills. Briefing pa-
per prepared for members of the Congress of the United States. Stewart, OH: Forum for Educa-
tion and Democracy.



46 Stanford Center for Opportunity Policy in Education

Appendix

Performance Assessment Exemplars

Collegiate Learning Assessment 
Performance Task 
Published 2007
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Connecticut
Connecticut Academic Performance Test
Science Open-Ended Item, Released 2009
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Connecticut
Connecticut Academic Performance Test
Science Open-Ended Item, Released 2009
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Connecticut
Science Curriculum-Embedded Task
Global Interdependence Laboratory Investigation, Released 2007

Student Name:_____________	  Class:_____

Acid Rain
Laboratory Investigation

Student Materials

Acid Rain
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Connecticut
Science Curriculum-Embedded Task
Global Interdependence Laboratory Investigation, Released 2007

Student Materials

Acid rain is a major environmental issue throughout Connecticut and much of the United 
States. Acid rain occurs when pollutants, such as sulfur dioxide from coal-burning power 
plants and nitrogen oxides from car exhaust, combine with the moisture in the atmosphere 
to create sulfuric and nitric acids. Precipitation with a pH of 5.5 or lower is considered acid 
rain.

Acid rain not only affects wildlife in rivers and lakes but also does tremendous damage to 
buildings and monuments made of stone. Millions of dollars are spent annually on clean-
ing and renovating these structures because of acid rain.

Your Task
Your town council is commissioning a new statue to be displayed downtown. You and your lab 
partner will conduct an experiment to investigate the effect of acid rain on various building materials 
in order to make a recommendation to the town council as to the best material to use for the statue. 
In your experiment, vinegar will simulate acid rain.

You have been provided with the following materials and equipment. It may not be necessary to 
use all of the equipment that has been provided.

	 [Suggested materials:]

Proposed building materials:
Containers with lids		  Limestone chips
Graduated cylinder		  Marble chips
Vinegar (simulates acid rain)	 Red sandstone chips
pH paper/meter		  Pea stone
Safety goggles		  Access to a balance 
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Connecticut
Science Curriculum-Embedded Task
Global Interdependence Laboratory Investigation, Released 2007

Designing and Conducting Your Experiment

1. In your own words, state the problem you are going to investigate. Write a hypothesis 
using an “If . . . then . . . because . . .” statement that describes what you expect to find and 
why. Include clear identification of the independent and dependent variables that will be studied.

2. Design an experiment to solve the problem. Your experimental design should match the 
statement of the problem and should be clearly described so that someone else could easily rep-
licate your experiment. Include a control, if appropriate, and state which variables need to be held 
constant.

3. Review your design with your teacher before you begin your experiment.

4. Conduct your experiment. While conducting your experiment, take notes and organize your 
data into tables.

Safety note: Students must wear approved safety goggles and follow all safety instructions.
When you have finished, your teacher will give you instructions for cleanup procedures, 
including proper disposal of all materials.
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Connecticut
Science Curriculum-Embedded Task
Global Interdependence Laboratory Investigation, Released 2007

Communicating Your Findings

Working on your own, summarize your investigation in a laboratory report that includes:

•   A statement of the problem you investigated; a hypothesis (“If . . . then 
. . . because . . .” statement) that described what you expected to find 
and why. Include clear identification of the independent and dependent 
variables.

•   A description of the experiment you carried out. Your description should 
be clear and complete enough so that someone could easily replicate your 
experiment.

•   Data from your experiment. Your data should be organized into tables, charts, 
or graphs as appropriate.

•   Your conclusions from the experiment. Your conclusions should be fully sup-
ported by your data and address your hypothesis.

•   Discuss the reliability of your data and any factors that contribute to lack 
of validity of your conclusions. Also, discuss how your experiment could be 
improved if you were to do it again.
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Kentucky
Kentucky Core Content Test
Mathematics Open-Response Item, Released 2007
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Kentucky
Kentucky Core Content Test 
Mathematics Open-Response Item, Released 2007
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New Hampshire, Rhode Island, Vermont
New England Common Assessment Program
Mathematics Short-Answer Item, Released 2008
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New Hampshire, Rhode Island, Vermont
New England Common Assessment Program
Informational Writing Prompt, Released 2008
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New Hampshire, Rhode Island, Vermont
New England Common Assessment Program
Informational Writing Prompt, Released 2008



58 Stanford Center for Opportunity Policy in Education

New Jersey
Special Review Assessment
Writing Performance Assessment Task, Released 2003
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New Jersey
Special Review Assessment
Writing Performance Assessment Task, Released 2003
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New Jersey
Special Review Assessment
Writing Performance Assessment Task, Released 2003
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New York
Regents Examinations in Geometry
Open-Ended Item, Released 2008
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New York
Regents Examinations in Geometry
Open-Ended Item, Released 2008
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New York
Regents Examinations in Physics
Constructed-Response Item, Released 2001
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New York
Regents Examinations in Physics
Constructed-Response Item, Released 2001
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New York
Regents Examinations in United States History and Government
Document-Based Essay, Released 2000
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New York
Regents Examinations in United States History and Government 
Document-Based Essay, Released 2000
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New York
Regents Examinations in United States History and Government
Document-Based Essay, Released 2000
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Ohio
Ohio Performance Assessment Pilot Project
Physics (spring/late) Performance Task, Released 2009
 
How Things Work
Student Materials

Introduction
Our world depends upon devices, gadgets, and instruments which impact how we live our lives. 
Each of these devices, gadgets, or instruments is based on scientific principles and concepts that 
can be used to explain the physics of everyday life. Think about all the devices, gadgets, and in-
struments you use every day. Have you ever really thought about how they work?

Your Task
You are a member of an engineering team and you will be using reverse engineering to determine 
how something works. Reverse engineering is the process of discovering the technological prin-
ciples of a device, gadget, or instrument by analyzing its structure, function, and how it operates. It 
involves taking something apart and analyzing its components to figure out how each part interacts 
to successfully operate. In this task, your team will select a device, gadget, or instrument that you 
would like to study based on some criteria provided by the Project Manager (your teacher). Your 
team will write a description of your selected device, gadget, or instrument without stating its name 
to see if your classmates can identify what you are investigating. After some initial research, your 
team will deconstruct your object to determine how it works. In your explanation of how the object 
works, you will need to include an analysis of at least one energy transformation that occurs when 
your object is in operation and explain how you can apply at least three physics principles you have 
learned this year to your object. Your team will research an earlier version of a device, gadget, or 
instrument that was used to fulfill the same basic purpose and compare the characteristics, type of 
technology advancements, and physics principles utilized by the two objects (historical and current 
day). Finally, each member of the team will write their own research paper describing what you 
have learned about how your device, gadget, or instrument works.

Task Overview
Task Part What You Need to Do Product
1 Select a device, gadget, or instrument for investigation

Research paper
2 Write a 100-word essay describing your object

3 Deconstruct, label, and explain how the components of your object interact 
to make it work

4 Conduct research to learn how your object works and explain at least one 
energy transformation that occurs when your object is operating

5 Identify at least three physics principles and/or concepts that helps to 
explain how your object works

6 Compare your object with an earlier device, gadget, or instrument that was 
used to serve the same purpose

7 Write an individual research paper using what you learned in Parts 2–6

8 Reflect on your learning Essay

9 Group presentation Optional*

*Your teacher will decide whether you will be doing this portion of the performance assessment task.
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Part 1: Select a device, gadget, or instrument that you would like to investigate (Team Activity). As 
a team, select an object that is a system of components. An excellent object will enable you to:

•   Learn about the object by taking it apart and analyzing its operations (reverse 
engineering)

•   Remain safe working with the object, and it meets the approval of your teacher
•   Identify at least one type of energy transformation when your object is in normal 

operation
•   Make relevant connections to at least three physics principles and/or concepts

Part 2: Describe your device, gadget, or instrument to the class without naming it (Individual Ac-
tivity). Write a 100-word essay describing your device, gadget, or instrument without naming it. You 
want to completely explain the appearance of your object, its function or purpose, how it operates, 
and why people use it. Your challenge is to see if your classmates can guess your device, gadget, 
or instrument based on your description.

Part 3: Deconstruct and label the components of your device, gadget, or instrument (Team Activ-
ity). Using tools provided by your teacher, take your object apart to examine the parts. Identify all 
the components of your object. Attach the components to a poster board and label each part.

Part 4: Research a variety of sources (experts, Internet, textbook, manufacturing manuals, etc.) 
to find out everything there is to know about the operation of your device, gadget, or instrument 
(Team Activity). While researching the object:

•   Determine the purpose and/or function of each component or subassembly
•   Describe how the components work together
•   Explain the sequence of events that occur in order for the object to work
•   Explain how energy is transformed when the object operates. Specifically, deter-

mine where the energy originates and what happens to the energy

Part 5: Connect and describe at least three physics principles and/or concepts to the operation 
of your device, gadget, or instrument (Individual Activity). Describe the physics principle and/or 
concept that helps to explain how and why your object works. Imagine you are explaining this to a 
peer who is not currently taking a physics course. You want to fully explain any vocabulary that you 
use so they will understand your explanation.

Part 6: Identify and research about a previously used device, gadget, or instrument that was used 
to serve the same general purpose (Team Activity). Compare the earlier version with your object, 
specifically:

•   Describe the characteristics of each system
•   Identify any unique components and the function of each component or 

subassembly
	 (continued)
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•   List the sequence of events that occur in order for each object to work
•   Explain how energy is transformed when each object operates
•   Describe any changes in technology and/or materials used in the objects
•   Compare and explain the physics principles and/or concepts used in each 

system
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Part 7: Write an individual research paper explaining everything you learned about your device, 
gadget, or instrument (Individual Activity). This report will include a summary of all the information 
that you researched and discovered in Parts 2 to 6. Specifically:

•   Include a brief description of your device, gadget, or instrument (Part 2)
•   Provide a diagram, picture, or photo of your deconstructed object with all the 

components and/or subassemblies labeled (Part 3)
•   Explain how your object works and the transformation of energy that occurs 

when your object is operating (Part 4)
•   Apply at least three physics principles and/or concepts to explain how and why 

your object works (Part 5)
•   Compare the systems of an earlier version with your object to describe changes 

in technology and use of materials (Part 6)
•   Check any written materials and visuals to ensure that you have used proper 

vocabulary and proper scientific conventions 
•   Cite all of your references using the format selected by your teacher

Part 8: Reflect on your learning (Individual Activity). Write an essay reflecting on your learning 
over the course of completing this performance assessment, specifically explaining what you:

a) Learned about how your device, gadget, or instrument works and how it applies 
to at least three physics principles and/or concepts

b) Discovered about energy transformations
c) Used as strategies for learning, thinking, and producing work that were effective 

and those that did not work so well
d) Learned about investigative skills and/or your understanding of scientific inquiry
e) Contributed to your group work, the strengths of your team, and how the interac-

tions within your group could be improved in the future

Part 9: Present your findings—OPTIONAL (Team Activity). You will be asked to make an oral pre-
sentation on what you learned about your object through this investigation. When preparing your 
presentation:

a) Consider the audience, estimate their current knowledge of the topic, and pre-
pare your materials so they can understand your findings

b) Provide a clear overview of your investigation (purpose, procedures, analysis, 
and findings) so that it has an impact on the audience and will help them to 
learn about your investigation

c) Display the data using appropriate graphs, tables, visuals, etc.
d) Check any written materials and visuals to ensure that you have used proper 

formulas and proper scientific convention
e) Cite all of your references using the format selected by your teacher
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Vermont
Information Technology Performance Assessment Task
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Washington
Civics Classroom-Based Assessment
Constitutional Issues, Released 2008
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Washington
Economics Classroom-Based Assessment
You and the Economy, Released 2008
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Washington
Health and Fitness Classroom-Based Assessment
Letter to the Editor, Released 2009
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Washington
Health and Fitness Classroom-Based Assessment
Letter to the Editor, Released 2009
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Health and Fitness Classroom-Based Assessment
Letter to the Editor, Released 2009
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Washington
Visual Arts Classroom-Based Performance Assessment
A Zoo Mug, Released 2008

The zoo staff explains that you must meet the following task requirements when creating 
your zoo mug prototype:

Creating
•  The overall design of the mug must be in a theme that promotes the zoo. (Ex-

amples: mammals, reptiles, insects, birds, natural environments)
•  Prior to beginning the actual functional piece or work, you must create at least 

one sketch of your mug, indicate by using arrows and labels the theme, the 
handle, and the sculptural and relief components.

•  In the actual functional mug include three levels of relief that enhance the overall 
zoo theme of the mug. Two levels of relief should project off the surface of the 
mug through forming processes such as appliqué, modeling, and carving and 
protrude into the surface or background through forming techniques such as 
carving, stamping and impressing.

•  In the actual functional mug, include a variety of two or more textures in addition 
to the smooth or flat surface of the mug.

•  Use at least two different forming methods, such as pinching, coiling, extrud-
ing, slab building, or throwing.

Performing
•  Create a functional and decorative standard-size mug, approximately 4” in 

height and 3” in diameter, with a 2½” handle, made out of clay, which promotes 
the zoo.

•  Select a primary forming method deliberate to your design such as pinching, coil-
ing, extruding, slab building, or throwing.

•  Walls of the mug should be in proportion to its size and be even throughout.
•  Handle must be in proportion to the size and thickness of the mug. The handle 

and lip must be smooth and comfortable for the user.
•  Construction seams (sides, bottom, handle) are crafted so that the mug is func-

tional and will not leak.

A local zoo is accepting proposals for a novelty mug promoting the zoo. The zoo desires that 
these mugs be fun, functional, and decorative. The zoo has asked high school art students 
to submit an actual prototype for the mugs containing a functional handle, at least two levels 
of sculptural relief, and two or more decorative textures.

The zoo requests that each artist also submit a detailed planning pencil sketch for the mug 
prototype. The theme of your mug design must represent zoo animals and environments 
without the use of words or typography.
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Visual Arts Classroom-Based Performance Assessment
A Zoo Mug, Released 2008

Planning/Sketch of Mug

1) Draw a detailed sketch of your Zoo Mug design. You may draw a cutaway or silhouette view. 
Your plan may be a series of sketches showing your mug from different views.

2) By using arrows and labels, indicate at least two ways your mug design supports the zoo theme.

3) By using arrows and labels, indicate the handle and the sculptural and relief components as part 
of your sketch.
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Washington
Visual Arts Classroom-Based Performance Assessment
A Zoo Mug, Released 2008

Response Sheet

The zoo staff explains that you must also meet the following task requirements when responding 
about your mug:

1. Name the forming processes and explain how you used them to create two levels of relief

First level of relief 
	Name of technique: _______________________________________________	
How you used the technique:
____________________________________________________________________
____________________________________________________________________	
			 
Second level of relief 
Name of technique: _________________________________________________	
How you used the technique: ___________________________________________
___________________________________________________________________

2. Identify at least two specific forming methods you used to construct the mug, such as pinch, coil, 
slab/drape, and throw. Explain why you chose each method for specific parts of the mug.

Method one: ________________________________________________________
Explanation: ________________________________________________________ 
___________________________________________________________________
Method two: ________________________________________________________
Explanation: ________________________________________________________
___________________________________________________________________

3. Explain in detail how your mug design is both functional and decorative.

Functional ________________________________________________________	
_______________________________________________________________	
____________________________________________________________

Decorative ________________________________________________________	
_______________________________________________________________
________	___________________________________________________

1. Identify two textures on your mug and what techniques you used to create the 
two textures.

Texture one: 
Where: _________________________________________________________________
What technique: _________________________________________________________________
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Texture two:
Where: _______________________________________________________
What technique: ____________________________________________________

5. Explain two ways your planning pencil sketch influenced your work as you constructed your mug. 

	 First way: _______________________________________________________
	 _______________________________________________________________

	 Second way: ________________________________________________________
____	________________________________________________________
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Washington
Visual Arts Classroom-Based Performance Assessment
A Zoo Mug, Released 2008

Scoring Guide
Grade 10 Visual Arts

A Zoo Mug

Creating Rubric (1.1.1, 1.1.2, 2.1, 2.2, 3.1, 3.2, and 4.5)

4 A 4-point response: The student demonstrates an understanding of the creative process by successfully 
meeting all of the four task requirements below:
The sketch of the mug includes the theme, the handle, and the sculptural and relief components
The overall design of the mug is completed in a theme that promotes the zoo (examples: mammals, rep-
tiles, insects, birds, natural environments)
The actual mug includes two levels of relief that enhance the overall zoo theme of the mug
The actual mug includes a variety of two or more textures

3 A 3-point response: The student demonstrates an adequate understanding of the creative process by suc-
cessfully meeting three of the four task requirements listed above.

2  A 4-point response: The student demonstrates a partial understanding of the creative process by success-
fully meeting two of the four task requirements listed above.

1 A 4-point response: The student demonstrates a minimal understanding of the creative process by meeting 
one of the four task requirements listed above.

0 A 4-point response: The student demonstrates no understanding of the creative process by meeting none of 
the four task requirements listed above.

Performing Rubric: Demonstration of Hand-Building Skills (1.1.1, 1.1.2, 2.1, 2.2, 3.2, and 4.5)

4 A 4-point response: The student demonstrates mastery of hand-building skills by successfully meeting all of 
the four task requirements below:
Used at least two different forming methods to create three distinct levels of relief
Walls of the mug are in proportion to its size and are even throughout
Handle is in proportion to the size and thickness of the mug; the handle and lip are smooth and comfortable 
for the user
Construction seams (sides, bottom, handle) are crafted so that the mug is functional and will not leak

3 A 3-point response: The student demonstrates adequate mastery of hand-building skills by successfully 
meeting three of the four task requirements listed above.

2 A 2-point response: The student demonstrates partial mastery of hand-building skills by successfully meet-
ing two of the four task requirements listed above.

1 A 1-point response: The student demonstrates minimal hand-building skills by successfully meeting one of 
the four task requirements listed above.

0 A 0-point response: The student demonstrates no understanding of hand-building and meets none of the 
task requirements listed above.
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Note: EALRs 3 and 4 are naturally and authentically embedded in the prompts and rubrics of this 
assessment, even when not specifically measured.

 Responding Rubric (2.1, 2.2, 2.3, 3.2, and 4.5)

4 A 4-point response: The student demonstrates effective communication in an artistic response process by 
successfully completing four or five of the requirements listed below:

•   Name the forming processes and explain how you used them to create two levels of 
relief

•   Identify two specific forming methods used to construct the mug; explain why you 
chose each method for specific parts of the mug

•   Explain how the mug design is both functional and decorative
•   Describe where and what techniques were used to create two textures on your mug 

excluding the smooth or flat surface of the mug
•   Explain two ways the detailed pencil sketch influenced the work as the mug was 

constructed

3 A 3-point response: The student demonstrates effective communication in an artistic response process by 
successfully completing three of the five requirements listed above.

2 A 2-point response: The student demonstrates effective communication in an artistic response process by 
successfully completing two of the five requirements listed above.

1 A 1-point response: The student demonstrates effective communication in an artistic response process by 
successfully completing one of the five requirements listed above.

0 A 0-point response: The student meets none of the requirements listed above.

Scoring Notes

•   This assessment is best done after a significant amount of technique is covered, 
taught, and practiced in making functional and sculptural containers.

•   Consider allowing time during the assessment window for drying, to enable stu-
dents to work with the clay in a leather hard state for techniques such as carving 
or adding slab appliqué.

•   Consider the atmosphere for drying as it will affect the assessment time and 
product outcome.

•   Attach a photograph of the zoo mug (greenware or bisque ware) next to the 
sketch for ease of scoring.

•   Teacher(s) or scorers may develop and use their own scoring tool for ease of 
scoring multiples assessments.

•   Handle does not include a level of relief unless it is an obvious sculptural com-
ponent such as using the trunk of an elephant as a handle. 

•   Incised lines count as a texture only, and not a level of relief.
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Washington
Visual Arts Classroom-Based Performance Assessment
Snack Time, Released 2008

Your school newspaper editor is seeking to showcase a photograph for a feature 
article about teen food choices. You are a photographer for your school newspa-
per. The editor has requested that you photograph a food item or group of items 
that interest teenagers. The selected photograph must be in sharp focus and draw 
the viewer into the image. The photograph also must display a strong focal point 
and rule of thirds, and use shallow depth of field. In addition you are required to 
show a contrast of light and dark values that will emphasis the food item or items 
to the target audience.

The newspaper editor requires the following elements in your photograph of a food item or items:
The subject in sharp focus

•   Use of the rule of thirds in composing the focal point
•   A demonstration of shallow depth of field 
•   A range of value; cast shadows and highlights and/or reflection through use of 

direc tional lighting techniques
•   A printed color or black and white image printed/developed on 4” x 6” paper or 

larger

After you have completed your photograph, the newspaper editor requires you to:

•   Describe in detail how you used and/or created: 
•   Rule of thirds to emphasize a focal point
•   Shallow depth of field
•   Give one example of how you used directional studio lighting techniques or 

computer software techniques/tools to create contrast and a range of values for 
cast shadows, highlights, and/or reflections

•   Describe in detail the food item(s) used and why you placed the item or items in 
that arrangement

•   Use photographic/compositional visual arts vocabulary correctly

The art editor has allowed you time to complete the photographic composition. You will have 20–30 
minutes to complete your written response.
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Response Sheet

You are expected to use design/art and photographic vocabulary correctly in your written respons-
es. As you describe the use of techniques in your composition, it is important to refer directly to 
what is in your actual photograph.

1. Give one example of how you used directional studio lighting techniques or computer software 
technique/tools to create contrast and/or a range of values for cast shadows, highlights, and/or 
reflections.
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
_________________________________________________

2. Describe in detail how you used the rule of thirds to emphasize the focal point.
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
_________________________________________________

3. Describe in detail how you used a shallow depth of field.
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
________________________________________________________

Describe in detail the item(s) and why you placed the item(s) in that arrangement.
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
______________________________________________________________________________
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Washington
Visual Arts Classroom-Based Performance Assessment
Snack Time, Released 2008

Scoring Guide
Grade 10 Visual Arts

Snack Time
2008

Creating Rubric: Elements and Principles Rubric (1.1.1, 1.1.2, 2.1, 2.2, 3.1, 3.2, and 4.5)

4 A 4-point response: The student combines all four of the following photographic design elements and prin-
ciples on 4” x 6” paper or larger to depict their food item(s):
Demonstrates sharp photographic focus on the focal point of the food item(s)
Uses rule of thirds to emphasize the focal point on the food item(s)
Creates shallow depth of field to emphasize the focal point
Uses directional studio lighting and/or computer software techniques/tools to create contrast and a range of 
values for cast shadows, highlights and/or reflections

3 A 3-point response: The student combines three of the four photographic design elements and principles 
listed above.

2 A 2-point response: The student combines two of the four photographic design elements and principles 
listed above.

1 A 1-point response: The student combines one of the four photographic design elements and principles 
listed above.

0 A 0-point response: The student combines none of the photographic design elements and principles listed 
above.

Responding Rubric (2.1, 2.2, 2.3, 3.2, and 4.5)

4 A 4-point response: The student describes in detail all four points using photographic/compositional visual 
arts vocabulary correctly:
Gives an example of how directional studio lighting and/or computer software techniques/tools are used to 
create contrast and a range of values for deep shadows, contrast, and/or reflection
Describes how the rule of thirds is used to create a focal point
Describes how a shallow depth of field is used and/or created
Describes in detail the food item(s) used and why they were placed in that arrangement

3 A 3-point response: The student describes in detail three of the four points listed above.

2 A 2-point response: The student describes in detail two of the four points listed above.

1 A 1-point response: The student describes in detail one of the four points listed above.

0 A 0-point response: The student describes in detail none of the points listed above.
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